
Energy Flow and Rapidity Gaps Between  
Jets in Photoproduction

Angela Wyatt 

October 2001

n
THE UNIVERSITY 
of MANCHESTER

Particle Physics Group 
Department of Physics and Astronomy

A thesis submitted to The University of Manchester for the degree of 

Doctor of Philosophy in the Faculty of Science and Engineering



ProQuest Number: 10834153

All rights reserved

INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.

In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,

a note will indicate the deletion.

uest
ProQuest 10834153

Published by ProQuest LLC(2018). Copyright of the Dissertation is held by the Author.

All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode

Microform Edition © ProQuest LLC.

ProQuest LLC.
789 East Eisenhower Parkway 

P.O. Box 1346 
Ann Arbor, Ml 48106- 1346



3V



Contents

1 Introduction 9

2 The H I D etector at H ERA 11

2.1 The Hadron-Electron Ring A ccelerator........................................................11

2.2 The HI D e te c to r ..........................................................................................  12

2.3 Calorimeters  ..........................................................................................  14

2.3.1 The Liquid Argon Calorimeter...........................................................14

2.3.2 T h e S p a C a l......................................................................................  17

2.4 The Tracking S y stem .................................................................................... 18

2.4.1 The Central Tracking Detector ....................................................... 20

2.4.2 The Forward Tracking D e te c to r ....................................................... 22

2.5 The Muon D e te c to rs .............................................  22

2.6 The Time of Flight System .............................................................................. 22

2.7 The Luminosity System ................................................................................. 23

2.8 Triggering and the Data Acquisition S y s te m .............................................. 24

2.8.1 The z-Vertex T rig g er.......................................................................... 26

2



CONTENTS 3

2.8.2 The DCR4? T rigger.............................................................................27

2.8.3 The SpaCal Inclusive Electron T r ig g e r ..........................................27

2.9 Monte Carlo S im u la tio n ................................................................................28

3 H ERA Physics 29

3.1 DIS K inem atics................................................................................................ 29

3.2 The Structure of the P r o to n ..........................................................................31

3.2.1 The Quark Parton Model ........................   32

3.2.2 Scaling Violations........................................................- ......................34

3.3 Low x  Phenom enology...................................................................................36

3.3.1 The DGLAP Evolution M echanism ................................................ 37

3.3.2 The BFKL Evolution M echanism ....................................................38

3.3.3 F2 and Regge T heory ..........................................................................39

3.4 Photon P h y s ic s ................................................................................................ 40

3.5 Jet Physics ...................................................................................................... 42

3.6 Multiple Parton-Parton Interactions...............................................................44

4 Diffraction 46

4.1 Regge T h e o ry ...............................................................................................   47

4.1.1 s and t  Channel P rocesses................................................................ 47

4.1.2 Regge T ra jec to rie s ............................................................................. 48

4.1.3 The Total Cross S e c t io n ....................................................................50



CONTENTS 4

4.1.4 Diffractive Processes in 7p In te ractions............................................53

4.2 Diffractive D I S ................................................................................................54

4.3 Rapidity Gaps Between J e t s ......................................................................... 61

4.3.1 Observations of Gaps Between J e t s .................................................. 63

4.3.2 Models of Gaps Between J e t s ............................................................64

4.3.3 Energy Flow Between J e t s .................................................................. 65

4.3.4 Definition of Rapidity Gap Events  ............................................ 67

5 D ata Selection and Event R econstruction 70

5.1 Selection C r i te r ia .............................................................................................70

5.1.1 Run Selection .........................................................................................71

5.1.2 Subtrigger Selection ............................................................................71

5.1.3 Event V e r te x ..................................................................................... 72

5.1.4 Selection of Photoproduction Events  ............................... 72

5.1.5 Selection of Dijet E v e n ts ......................................................................73

5.1.6 Background R e je c tio n .........................................................................76

5.2 Selection of Gap Events ............................................................................ 78

5.3 Hadron Level Selection................................................................................... 80

5.4 Event Y ie ld ...................................................................................................... 81

5.5 Reconstruction of the Hadronic Final S ta te ................................................ 81

5.5.1 Jet C a lib ra tio n ..................................................................................... 82

5.5.2 Measurement of E (E  — P z) ............................................................... 85



CONTENTS 5

5.5.3 Measurement of £cjets and x ^ t 8 ...................................................... 86

5.6 Tuning of the Monte Carlo Simulation of the D ata......................................87

5.6.1 Multiple In teractions......................................................................... 88

5.6.2 The y D is trib u tio n .............................................................................90

5.6.3 The x ^  Distribution ...................................................................... 91

5.6.4 Addition of Colour Singlet E v en ts ................................................... 92

6 Cross Section M easurements 94

6.1 Resolution and M igrations..............................................................................95

6.1.1 Resolution in each B i n .....................................   95

6.1.2 P u r i t i e s ................................................................................................95

6.1.3 S tab ility   .............................................................................99

6.2 Correction for Trigger Efficiency................................................................... 99

6.2.1 Measurement from the Data Sample  .................................... 99

6.2.2 Measurement from the Monte Carlo Sample  ...............   . 103

6.2.3 Correction F a c to r s ........................................................................... 105

6.3 Correction for Detector Effects.................................................................... 108

6.3.1 Correction for Electron Tagger A cceptance..................................108

6.3.2 Measurement of the Detector Acceptance..................................... 109

6.4 Error A nalysis................................................................................................. 110

6.4.1 Monte Carlo S ta tis t ic s .....................................................................110

6.4.2 Determination of the A ccep tan ce ..................................................112



CONTENTS 6

6.4.3 Trigger Efficiency Correction.............................................................113

6.4.4 Energy Scale Uncertainties.............................   113

6.4.5 Luminosity Measurement.................................................................. 114

6.4.6 Electron Tagger A cceptance............................................................114

7 Experim ental Results 118

7.1 The E^ap Cross Section ................................................................................. 119

7.2 The A y  Cross Section ................................................................................. 119

7.3 The x3pets Cross S ection ................................................................................. 120

7.4 The x?fts Cross S ection ................................................................................. 120

7.5 The A y  Gap Fraction.................................................................................... 121

7.6 The x3p ts Gap F rac tio n ................................................................................. 121

7.7 The Gap F rac tio n ................................................................................. 122

7.8 D iscussion........................................................................................................123

8 Summary 138

A The kt Clustering Algorithm  140

B Tables of R esults 142

References 147



Abstract

Data from the HI detector at HERA have been used to study photoproduction 

events which have two or more jets. The data were taken in 1996 and correspond 

to an integrated luminosity of 6.63 pb-1. Events were studied in the photon-proton 

centre of mass energy range 165 GeV < W  < 243 GeV and with Q2 < 0.01 GeV2. 

Jets were defined using the longitudinally invariant kt algorithm. Events selected 

had one jet with P? > 6 GeV and a second with P? > 5 GeV; these jets were 

required to have a pseudorapidity separation of 2.5 < Ar) < 4.0.

The cross section was measured differentially in Aip, xJpets, the fraction of the proton’s 

momentum entering the hard scatter; x37ets, the fraction of the photon’s momentum 

entering the hard scatter; and the sum of the transverse energy between the 

two highest P t  jets. Rapidity gap events were defined as events in which E^ap < E ^ ,  

where the parameter Efp* was varied in the range 0.5 < E ^  < 2.0 GeV. The cross 

section for rapidity gap events and the gap fraction, defined as the fraction of dijet 

events with a rapidity gap, were measured differentially in A?7, xjets, and x ^ ta.

An excess of events with a rapidity gap is observed over that expected from standard 

photoproduction processes. This excess can be explained as a result of the exchange 

of a strongly interacting colour singlet object between the jets. There are large 

theoretical uncertainties in the predictions from the photoproduction models, and 

the data currently show little sensitivity to the underlying dynamics of the exchange. 

However, the data can be described by the exchange of the leading logarithmic 

approximation of the BFKL pomeron, with a choice of a s = 0.18. This is consistent 

with the gap fraction observed at the Tevatron in pp collisions at 1800 GeV.
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Chapter 1

Introduction

In the standard model, the strong force is described by the gauge theory quantum 

chromodynamics, QCD. The value of the coupling constant of QCD, a s, depends 

on the energy scale of the interaction. It rises dramatically at energy scales smaller 

than A q c d  or, equivalently, at large distance scales. This property of the coupling 

constant leads to the confinement of quarks into colourless hadrons. Perturbative 

calculations can only be made when a a is sufficiently small, that is, when a hard 

scale is present.

Perturbative QCD (pQCD) has been very successful in describing short distance 

physics. Total hadronic cross sections, however, are dominated by long distance 

physics. These can be successfully described by the phenomenological model of 

Regge theory. At high energies the total cross section is dominated by the diffractive 

exchange of an object with the quantum numbers of the vacuum, the pomeron.

Diffractive events are characterised by large rapidity gaps in the hadronic final state, 

due to the colour singlet exchange. The study of these events in the presence of a 

hard scale enables a perturbative approach to be taken. Events with a rapidity 

gap between two jets have a hard scale at both ends of the exchange, the large 

momentum transfer. The gap production mechanism itself is then dominated by

9



CHAPTER  I. INTRODUCTION 10

short distance physics. Hence, these events prove an interesting area in which to use 

pQCD to understand the pomeron and are the subject of the analysis in this thesis. 

Existing measurements of this process use rapidity gap definitions which have some 

theoretical and experimental problems. An alternative definition is used here which 

is able to overcome some of these problems.

Photoproduction data taken in 1996 by the HI detector at HERA are analysed. 

Differential dijet cross section measurements are made for an inclusive data sample 

and for subsets of events that have a rapidity gap between the jets. The ratio of 

these measurements, the gap fraction is also presented.

In chapter 2 the electron-proton (ep) collider, HERA and the HI detector are de­

scribed, with an emphasis placed on those detector components used to make the 

measurements presented. Chapter 3 discusses the relevant ep physics at HI, includ­

ing topics such as deep inelastic scattering (DIS), photoproduction and jet physics. 

A review of diffraction is given in chapter 4 which sets in context the motivation for 

this analysis. This concludes with the definition of a rapidity gap event that is used 

in this thesis. The full event selection procedure is given in chapter 5. Chapter 6 

then describes the correction procedure used to determine the cross section mea­

surements. In chapter 7 the measurements are presented and discussed. Finally, a 

summary of the results and an outlook are given.



Chapter 2

The H I Detector at HERA

The HI detector [1] is one of two experiments used to study eleetron-proton col­

lisions in the Hadron-Electron Ring Accelerator, HERA, at the DESY laboratory 

in Hamburg, In this chapter a brief description of HERA and the layout of the 

HI detector are given. The detector components are then described in more detail, 

with emphasis on those components relevant to the measurements presented in this 

thesis.

2.1 The Hadron-Electron Ring Accelerator

HERA, the world’s first electron1-proton collider, is composed of two separate stor­

age rings of 6.3 km circumference. In these rings electrons and protons are ac­

celerated to 27.6 GeV and 820 GeV respectively2. The beams are brought into 

collision at two interaction points, where the HI and ZEUS detectors are located. 

The electron-proton centre of mass energy is 300 GeV, a factor of 10 higher than 

that of previous ep scattering experiments which used fixed targets. Two further

■^HERA can run with either electrons or positrons, in this thesis no distinction need be made, 
and the beam is always referred to as the electron beam.

2 Since 1998 the proton beam energy has been 920 GeV.
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CHAPTER 2. THE HI DETECTOR A T  HERA 12

experiments, HERMES and HERA-B are also situated on the HERA ring. HER­

MES collides the polarised electron beam with polarised gas targets (H2, D, 3He 

and 4He) to study the spin structure of nucleons. HERA-B inserts fixed wire targets 

into the edge of the proton beam to investigate CP violation through the study of 

the B° — B° system.

The electrons and protons are stored in around 170 colliding bunches with typical 

currents of 20 mA of electrons and 60 mA of protons. The bunch crossing interval is 

96 ns. Some bunches are left empty so that an electron or proton bunch may arrive 

at the interaction point alone. These pilot bunches enable the background from 

interactions between the beam and residual gas (beam-gas) and from interactions 

between the beam and the beam pipe (beam-wall) to be estimated.

2.2 The H I Detector

The main physics aims of HI are to measure the structure of the proton, to study 

fundamental interactions between particles and to search for physics beyond the 

Standard Model. This has led to the design of a detector with good identification 

of leptons, particularly the scattered electron, and an excellent hadronic calorimeter 

with high resolution for jets and good hermeticity to recognize missing transverse 

energy.

The HI detector is shown in figure 2.1. Tracking devices (see section 2.4) surround 

the interaction point and outside these are the calorimeters (see section 2.3). A 

superconducting solenoid provides a 1.15 T  magnetic field. The detector is then 

enclosed in iron, which acts as the return yoke for the magnetic field and is in­

strumented for further particle detection. In front of the iron is the forward muon 

detector (see section 2.5). Further instrumentation to detect particles scattered at 

very low angles is situated further down the beam pipe and is not shown in figure 2.1.
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Protons

Electrons

0  Beam-pipe and Beam Magnets 0  Muon Chambers

0  Central Tracking Detector 0  Instrumented Iron Return Yoke

0  Forward Tracking Detector 0  Forward Muon Toroidal Magnet

0 Electromagnetic LAr Calorimeter QU S P A C A L

0  Hadronic LAr Calorimeter Plug Calorimeter

0  Superconducting Solenoid 0  Concrete Shielding

0  Compensating Magnet 0  Liquid Argon Cryostat

0  Helium Cryogenics

Figure 2.1: The HI Detector.

A sophisticated trigger system (see section 2.8) is implemented to distinguish ep col­

lisions from the very high rate of background events from beam-gas and beam-wall 

interactions.

To describe points within the detector, a right-handed Cartesian coordinate system 

(x , y, z) is used in which the origin is defined by the nominal interaction point, 

the positive 2 direction3 by the incoming proton beam direction and the positive

3The positive z  direction is also referred to as the forward direction.
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y direction as vertically upwards. A spherical coordinate system (r, #,</>) is defined 

with reference to this such that 9 =  0° corresponds to the positive z  direction and 

4> — 0° corresponds to the positive x direction. It is also useful to define the pseudo­

rapidity of a particle, rp.

(2.1)

which approximates to its true rapidity, V,

(2 .2)

in the limit that the mass is zero, where E  is the energy and Pz is the longitudinal 

momentum of the particle,

2.3 Calorimeters

The HI calorimeter system consists of four calorimeters: the liquid argon (LAr) 

calorimeter, the SpaCal, the PLUG calorimeter and the tail catcher. Only data from 

the LAr calorimeter and the SpaCal are used in this thesis and these detectors are 

described in the following sections. The PLUG calorimeter closes the gap between 

the edge of the LAr calorimeter and the beam pipe (0.6° <  6 < 3.5°). It consists 

of nine copper absorbing plates alternating with eight sampling layers of silicon and 

can be used to veto forward activity and minimise the unmeasured total transverse 

momentum. The magnet return yoke is instrumented with limited streamer tubes 

(the tail catcher) and can be used to provide a very coarse measurement of the 

energy of hadronic showers leaking out of the LAr calorimeter.

2.3.1 T h e Liquid A rgon C alorim eter

The main calorimeter at HI is the liquid argon calorimeter [2]. Its main purposes 

are the measurement of scattered electrons in high Q2 ( >  100 GeV2) events4 and

4Q2 is the 4-momentum transferred in the ep collision, and is discussed further in section 3.1.



CHAPTER  2. THE HI DETECTOR A T  HERA 15

measuring the energy of the hadronic final state. It is fully hermetic in and covers 

the range 4° < 0 < 154° (3.35> rj > -1.43). The LAr calorimeter consists of an 

electromagnetic calorimeter (EMC) and a hadronic calorimeter (HAC) contained 

within a single liquid argon cryostat. To reduce the amount of dead material that 

particles pass through before reaching the calorimeter, the LAr calorimeter is within 

the solenoid magnet. The LAr calorimeter comprises eight wheels each divided into 

octants. The most backward wheel has only an electromagnetic calorimeter.

The LAr calorimeter is a sampling calorimeter; it is constructed from plates of 

absorber material separated by gaps filled by a sampling material, liquid argon. A 

high voltage is placed across the gaps and readout pads are placed on the grounded 

side. An incident particle interacts with the absorber material producing a shower 

of particles. Electromagnetic particles (electrons and photons) interact via pair 

production and bremsstrahlung processes. Hadrons interact via elastic and inelastic 

scattering with the nuclei of the material. The particles produced also interact and 

this cascade process produces a shower of particles. The energy of the shower is 

converted into a signal by the sampling material. Charged particles from the shower 

ionise the argon atoms and the number of ionised particles produced is proportional 

to the shower energy. The charge produced is collected at the electrodes and read 

out.

Liquid argon is used as the sampling material because its high atomic density results 

in large ionisation. Argon is also a noble gas and this reduces the probability of 

inelastic collisions between the argon atoms and the ionised particles so that a lower 

voltage is required. The EMC is made from thin (2.4 mm) lead plates; the gaps 

between the plates are of similar size. The HAC is made from 19 mm steel plates 

with gaps of 5 mm between them. Electrons and photons will lose almost all their 

energy in the thin layers of the EMC; hadrons are only absorbed in the much thicker 

plates of the HAC.

The thickness of the EMC varies from ~30 radiation lengths in the forward direction
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to ^20 radiation lengths in the backward direction. The total thickness of the EMC 

and HAC varies from 8 interaction lengths in the forward direction to 5 interac­

tion lengths in the backward direction. These parameters reflect the larger particle 

multiplicities in the forward direction.

There are around 45,000 readout channels. The granularity is optimised to provide 

fine and approximately uniform segmentation in rj and <j>. This high segmentation 

enables noise to be reduced. The fine granularity of the LAr calorimeter also allows 

the shower shapes of electrons and hadrons to be distinguished, resulting in an e /7r 

discrimination better than one part in a thousand [3]. The channels are combined 

into 256 towers which point towards the nominal interaction point. The summation 

of energy in each tower is used for the LAr calorimeter trigger.

The LAr calorimeter is a non-compensating calorimeter, i.e. its response to elec­

tromagnetic and hadronic particles is different. The charge output from hadrons is 

around 30% less than that from electrons of the same energy. The majority of this 

‘invisible’ energy is lost to nuclear excitation or break-up in the absorber. Hence, 

an additional correction is applied to hadronic clusters in their reconstruction [4].

The energy resolution of the LAr calorimeter has been measured using test beams. 

The energy5 resolution of the EMC for electrons is ^  ® 0.01 [5] and the

resolution for pions in both sections is ~  ® 0.02 [6]. The electromagnetic

energy scale is determined with an uncertainty of 1.5% [7] by comparing the energy 

measurement of the scattered electron in ep events with the corresponding track 

momentum. The transverse momentum balance between the hadronic final state 

and the scattered electron in high Q2 events enables the hadronic energy scale to be 

measured and this is known to 4% [8] for measurements of exclusive final states.
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Figure 2.2: A side view of the backward part of the HI detector, showing the location 

of the SpaCal.

2.3 .2  T h e SpaC al

The backward region of the HI detector, 153° < 9 < 177.5° (-1.43 < rj <-3.82), is 

covered by the SpaCal [9]. This is a lead-scintillating fibre or “spaghetti” calorime­

ter. It provides good coverage of the region near the beam pipe. The SpaCal provides 

precision measurements of the scattered electron in DIS events ( 1 &Q2 & 100 GeV2). 

Measurements of hadronic energy, including that in jets, are also possible, although 

these are less precise than measurements made using the LAr calorimeter. In ad­

dition, the SpaCal is able to veto beam-gas and beam-wall background events orig­

inating up-stream in the proton beam direction by providing time of flight (TOF) 

information. The TOF difference between these events and those originating at the 

nominal interaction point is ~10 ns. The time resolution is better than 1 ns.

5 All measurements of energy in this thesis are in GeV unless otherwise stated.
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The position of the SpaCal within the backward part of the HI detector is shown in 

figure 2 .2. The separation into an electromagnetic (EM) and hadronic calorimeter 

allows the resolution for detecting scattered electrons to be optimised while main­

taining good detection of hadronic particles. Comparison of energy deposits in the 

two sections improves the e/ir discrimination, which is better than one part in one 

hundred [10].

The SpaCal is constructed from grooved lead sheets, the grooves contain scintillating 

fibres. The incident particles produce showers of particles in the lead and these 

particles cause the fibres to scintillate. The light from the fibres is read out by 

photo-multiplier tubes. This provides the fast timing required. The fibre diameter is 

small (0.5 mm in the EM section and 1.0 mm in the hadronic section) which enables 

a high sampling frequency to be obtained. The active volume of each section is 

250 mm deep; this corresponds to 28 radiation lengths for the EM section and each 

section is one hadronic interaction length deep. There are 1192 readout channels 

in the EM section and 136 hadronic readout channels. This difference reflects the 

larger cell size needed to contain hadronic showers.

From test beam measurements the energy resolution of the electromagnetic section 

is ~  ^  0  0.01 [11]. The hadronic section has an energy resolution of ~  

^  00.03 for pions and of ~  ^  00.04 for electrons [12], The absolute hadronic 

scale is measured by comparing the energy response to individual hadronic particles 

with the particle momentum measured in the CJC and by comparison of the data 

with the simulation of energy flow [13].

2.4 The Tracking System

The HI tracking system is shown in figure 2.3. Measurements of charged particle 

tracks and the interaction vertex are provided by the central and forward tracking
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^  forward track ^  ^ cable distri- 
bution area  

(CDA)

cen ta l tac k  detector
detector (FT D)

drift cham bers 
radial planar

(CTD)

Silicon Trackercentral jet chamber (CJC)

transition forward 
radiator MWpC ®,®cton ,c«

J  I 1

. COZ COP CIZ CIP cables BDC elm hadr 
ics Spacal

Figure 2.3: A longitudinal view of the HI tracking system.

systems. These cover the region 7° < 6 < 165° and are in the magnetic field, 

which is parallel to the 2 axis. Each system is constructed from both drift chambers 

and multi-wire proportional chambers (MWPCs). A backward drift chamber is also 

mounted on the front of the SpaCal. There are also two silicon trackers, the CST 

and BST. Only the central and forward trackers are used in this thesis. The forward 

tracker is only used for vertex information.

A drift chamber consists of a large number of cells. Each cell is filled with a gas and 

is subject to a roughly uniform electric field. The electric field is formed by a series 

of cathode field wires and anode sense wires plus additional field shaping wires. A 

charged particle entering the cell will ionise the gas. The electrons produced travel 

at a constant, well known, velocity towards the anode sense wires. At distances 

close (< 1 mm) to the sense wires the electric field increases dramatically, resulting 

in a cascade of secondary ionisation. The movement of the produced ions away from 

the anode induces a current in the wire. The signal is amplified and read out.
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The timing of a current pulse from a wire gives the time taken for the primary 

ionisation to reach the wire and hence the distance of closest approach of the particle 

to the wire; this has a resolution of a few hundred / i m .  The signal is read out at 

both ends of the sense wire and the relative timing of the pulses enables the position 

of the ionisation along the wire to be known; a resolution of 1% of the wire length is 

achieved. Prom the space points determined from the sense wires a particle’s track 

can be found. The curvature of the track in the magnetic field allows the particle’s 

momentum to be determined. Particle identification is also possible by measuring 

the rate of energy lost with distance travelled (dE/dx).

A MWPC is based on similar principles to the drift chamber except that there are no 

drift regions. The cathode is formed by a series of pads around the outside of the cell 

and the anode wires are very close together 2 mm) so that the avalanche regions 

of the wires overlap. Rapid amplification of the initial ionisation occurs, inducing a 

charge on the sense wire proportional to the initial ionisation. The spatial resolution 

is limited to the distance between the wires but the short drift time enables the signal 

to be read out very quickly, providing information for triggering purposes.

2.4.1 T h e C entral Tracking D etector

The central tracking detector (CTD) covers the region 15° < 0 < 165° and is shown 

in cross section in figure 2.4.

The main components are two large concentric drift chambers: the inner central jet 

chamber (CJC1) and the outer central jet chamber (CJC2) [14]. Each has the plane 

of sense wires parallel to the 2 axis, giving the best measurement in the r — <j) plane, 

with a drift time resolution of 170 /am. Each cell is inclined at 30° to the radial 

direction so that even stiff tracks will pass through several cells. The z resolution 

of 2.2 cm, from charge division techniques, is poorer than the r — (j> resolution.

To improve the measurement in the z direction two further drift chambers are used:
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AIQrhinium Tank

.Carbon Fibre Cylinder
COP
COZ

Carbon Fibre Cylinder

Carbon Fibre Cylinder

Figure 2.4: A section through the r — (f> plane of the central tracking detector.

the central inner z chamber (CIZ) and the central outer z chamber (COZ) [15]. Their 

positions axe shown in figure 2.4. In these chambers the sense wires axe azimuthal 

and the electric field is in the z direction. The 2 coordinate can be measured with 

a resolution of 350 /im.

Tracks are mainly reconstructed from r  — (f> information from CJC1 and CJC2 and 

2 information from the CIZ and COZ. Tracks are constrained by imposing a com­

mon interaction vertex; tracks that fail this axe assigned to secondary vertices or 

background sources. The z position of the vertex can be found with a resolution of 

around 3 mm. The combined track measurements give a momentum resolution of 

(Tp/p 2 -  3 x 10- 3 GeV"1.

The CTD also contains two MWPCs, the central inner proportional chamber (CIP) 

and the central outer proportional chamber (COP) [16]. They axe not used in the 

track measurement but provide fast timing information for triggering. Their position 

is shown in figure 2.4. Both consist of double layers of drift chambers with wires
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parallel to the 2-axis. They are the main detectors used in the z-vertex trigger, 

which is described in section 2.8.1.

2.4.2 T h e Forward Tracking D etecto r

The forward tracking detector (PTD) [17] covers the region 7° < 6 < 25°. It is 

made up of three identical 'supermodules1. Each supermodule consists of planar 

drift chambers, a section of MWPCs, transition radiators and radial drift chambers.

2.5 The Muon Detectors

The iron return yoke of the solenoid is instrumented with limited streamer tubes, 

as used in the Tail Catcher. Muons escape the main calorimeter and their tracks 

are reconstructed from their hit patterns in the streamer tubes with an efficiency 

of greater than 90% for muon energies above 2 GeV. In the forward direction muon 

detection is provided by the forward muon detector (FMD) [18] which comprises 

of drift chambers and a toroidal magnet. The toroidal field is necessary for good 

momentum resolution of muons with a small transverse momentum. The FMD is 

also used in a variety of analyses to tag the products of proton dissociation.

2.6 The Time of Flight System

At HERA the rate of background events from proton beam-wall and beam-gas inter­

actions is considerably higher than that of beam-beam collisions. The time of flight 

system provides timing information that can be used to veto these backgrounds. 

Particles produced in a beam-beam collision will arrive at the TOF detectors at 

a different time than particles produced in up stream or down stream background 

collisions.
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The TOF system is comprised of a number of plastic scintillators, which are used 

because of their good time resolution. These are situated between the SpaCal and 

the backward iron end-cap, near the FMD and within the PLUG calorimeter. In 

addition a double set of scintillators backward of the iron return yoke (the ‘veto 

wall’) detects particles (mainly muons) from the proton beam-halo. The SpaCal is 

also used to provide TOF information.

2.7 The Luminosity System

The luminosity system provides the information required to calculate the luminosity 

and hence is essential for the accurate determination of any cross section. The system 

comprises two components, both situated along the beam line: an electron tagger 

positioned at £ =  —33.4 m and a photon tagger at z — —102.9 m.

The 33 m electron tagger and the photon detector are both TICl/TlBr crystal 

calorimeters. They are both 22 radiation lengths deep and have an energy res­

olution of © 0.01. The photon detector is shielded from synchrotron

radiation by a lead filter and a veto water Cerenkov detector.

The luminosity is calculated from the measured rate of the Bethe-Heitler process [19] 

(ep —► ep7 ). The cross section for this process has been calculated precisely within 

QED and is known to 0.5%. The measurement is made on-line from the rate of 

coincidence signals in the electron and photon taggers. The sum of the energy of 

the detected electron and photon is required to be close to that of the electron beam. 

The rate is corrected for background processes and the detector acceptance to give 

the on-line luminosity used to steer the beams. The main background source is 

bremsstrahlung of electrons in the vicinity of residual gas particles and this can be 

measured using pilot bunches.

The electrons are deflected into the tagger by the HERA beam magnets. Hence, the
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acceptance for their detection depends critically on the beam optics and position of 

the interaction point, which can vary from run to run.

The luminosity is also calculated off-line from the measured rate of scattered photons 

only [20]. This removes the uncertainty of the electron tagger acceptance. The 

luminosity is also corrected for the contribution from protons in satellite bunches. 

The uncertainty on the measured luminosity for the data taking period used in this 

thesis is 2% [21].

The 33m electron tagger is also used to detect low Q2 (< 0.01 GeV2) electrons which 

are scattered through small angles. There are additional electron taggers at 8 m and 

44 m which cover different scattered electron energy ranges but are not used in this 

thesis.

2.8 Triggering and the Data Acquisition System

At HERA a bunch crossing occurs every 96 ns while the readout times of the HI 

subdetectors are considerably longer (up to ~  1.5 /is) and there are ~  270 000 

readout channels. If every event was read out in full, these factors would result 

in an unacceptable dead time. To overcome this problem a pipelined trigger and 

readout system is used, illustrated in figure 2.5.

The trigger system consists of a number of levels, at each level a decision is made 

to keep or reject the information about an event. At level 1 (LI) the central trigger 

(CTL1) [22] receives groups of ‘trigger elements’ from the majority of the HI sub­

detectors. It takes up to 24 bunch crossings for the trigger elements to be read out 

and a LI decision to be made. During this time the detector information is stored 

in a ‘pipeline’ while the trigger information is processed so new data can continue 

to be recorded and the process remains free of dead-time.

The LI decision is made based on 128 combinations of the ^  200 trigger elements
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Figure 2.5: A schematic view of the HI trigger and data acquisition system. L2 is 

not shown.

called subtriggers. If the requirements of at least one subtrigger are met then a Ll- 

keep signal is set. The subtriggers combine trigger elements that veto background 

events with those that select physics events. In addition to physics subtriggers 

some subtriggers are used to monitor backgrounds and trigger efficiencies. These 

subtriggers, plus other subtriggers with particularly high rates, may be prescaled, 

that is a Ll-keep decision will only be made for a certain, pre-programmed fraction 

of the events that pass the subtrigger.

If an Ll-keep signal is sent then the data taking process is stopped and the full 

event information from the pipeline is readout and sent to the Central Event Builder 

(CEB). This process lasts up to ~  1 — 2 ms and during this dead-time no new events 

can be recorded. The background event rate of more than 10 kHz is reduced to an 

event rate of around 40 Hz, while resulting in a dead-time of about 10%.

Some subtriggers have further level 2 (L2) conditions. The L2 trigger is made 

up of two sections, the topological trigger (L2TT) and the neural network trigger 

(L2NN), They receive more information from the trigger sub-systems and can make
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more complex, but slower, decisions than LI. A decision takes around 20 ( j l s  and 

if the event is rejected, the data readout process can then be interrupted and the 

pipelines unfrozen.

When all the event information has been read into the CEB the period of dead­

time ends. The level 4 (L4) trigger runs on a PC farm performing detailed event 

processing and rejects the vast majority of remaining background events. Events 

passing the L4 trigger are written to tape at a rate of approximately ~  10 Hz and 

have an average size of 130 KBytes. These events axe then processed off-line using 

the full reconstruction code and classified into one or more physics classes, this is 

known as level 5.

The main trigger elements that form the subtriggers used in this thesis are described 

in the following sections.

2.8.1 T h e 2 -V ert ex  Trigger

Demanding that the reconstruction of the event vertex is within the interaction 

region eliminates the majority of the background from beam-gas and beam-wall 

events. The 2-vertex trigger [23] reconstructs the vertex from signals from the 

MWPCs of the CIP and COP and the planar MWPC in the first forward tracker 

supermodule (FPC) and sends this information to the LI trigger.

The detector is divided into 16 </> segments. Within each segment coincident hits in 

two out of the three chambers, typically with hits in four pads, are used to construct 

straight lines, called rays. The 2 coordinate of the intercept of each ray with the 

2 axis is binned in a histogram of 16 bins of 5.4 cm. The histograms from each 

segment are combined to form the 2 vertex histogram. For an ep event with a vertex 

in the nominal region there will be a peak in the histogram, over the background 

from wrongly constructed rays, which corresponds to the vertex position. This is 

illustrated in figure 2.6.
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Figure 2.6: A schematic representation of the filling of the 2-vertex histogram. All 

possible rays for the hit pattern axe shown. The true rays axe shown in bold and 

are linked to the significant 2-vertex histogram peak.

The 2 vertex histogram can be used to define a number of LI trigger elements. 

The zVtx_T0 element demands at least one ray and is used for bunch crossing 

identification in most subtriggers. The zVtx_sig element is set when there is a 

significant peak in the histogram above background in the interaction region.

2.8 .2  T h e D C R $  Trigger

The DCR4> trigger provides simple tracking information. It uses data from CJC1 

and CJC2, making decisions based on look-up tables which relate drift times to 

track momentum and position. A number of trigger elements axe available based on 

different track numbers and charges.

2.8 .3  T he SpaC al Inclusive E lectron  Trigger

The SpaCal inclusive electron trigger only demands an electromagnetic cluster in 

the SpaCal. It requires a deposit of energy, summed over a 4 x 4 cell area, within
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the TOF window for an ep interaction. Three trigger elements are available, each 

of which has a different cluster energy threshold. The element used in this thesis, 

IE T > 1, has a threshold energy of 2 GeV.

2.9 Monte Carlo Simulation

The data measured by the HI detector must be corrected for the detector acceptance 

and smearing effects in order to produce results which can be compared to theoreti­

cal predictions and data from other experiments. In order to do this a GEANT3 [24] 

simulation of the effect of the HI detector is used. The PYTHIA [25] and HER- 

WIG [26] Monte Carlo event generators can be used to simulate the production of 

the complete final state of photoproduction events, producing a list of particles. This 

is referred to as the hadron or generator level of the simulation. The interaction of 

these particles in the detector and their reconstruction is then modelled, to give the 

detector or reconstructed level. The detector level simulation is directly comparable 

to the data and the simulation can be used to give the correction factors necessary 

to correct the data back to the hadron level. This method is used in the analysis 

presented in this thesis.



Chapter 3

HERA Physics

This chapter gives an introduction to the physics of ep scattering. In Deep Inelastic 

Scattering (DIS) the lepton is able to probe the structure of extended objects, such 

as the proton. This process has played a vital role in understanding the structure 

of matter. A brief review of DIS is given, with emphasis on those issues relevant to 

the HERA kinematic region. The photoproduction limit, in which the exchanged 

photon is real, is also discussed. Two further areas of specific relevance to this thesis- 

jet physics and multiple parton-parton interactions are also briefly outlined.

3.1 DIS Kinematics

A diagram of the generic neutral current (NC) DIS process at HERA, ep —> eX, 

is shown in figure 3.1. In this process the electron scatters off the proton via the 

exchange of a neutral electroweak gauge boson (a photon or Z°). This boson couples 

to a single charged parton within the proton, and the scattered parton plus the 

proton remnant produce the hadronic final state, X .

The kinematics of a DIS event can be described using Lorentz scalars formed by

29
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Figure 3.1: The neutral current deep-inelastic scattering process via photon ex­

change. The 4-vectors used to define the HERA kinematic variables are shown in 

parentheses.

combinations of the 4-vectors labelled in figure 3.1. The squared centre of mass 

energy of the ep system,

s = (k + p)2 (3.1)

is 90,200 GeV2 for the data used in the analysis in this thesis. The square of the 

4-momentum transferred

Q2 = - q 2 = - { k  -  k')2 (3.2)

defines the virtuality of the photon and is used as a scale when studying DIS inter­

actions. The dimensionless Bjorken scaling variable

O 2
x = (3.3)

2p -q

can be interpreted as the fraction of the proton’s momentum carried by the struck 

parton in the limit that the parton is massless and carries no transverse momentum. 

The second Bjorken scaling variable

y-  (3-4)
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can be interpreted, in the proton rest frame, as the fraction of the electron energy 

carried by the exchanged boson. The invariant mass of the hadronic final state, W,  

is given by

W 2 ^ { q  + p)2 (3.5)

At fixed s , neglecting the azimuthal degree of freedom, the kinematics of the inclusive 

scattering process can be completely described in terms of any two independent 

variables such as Q2, W 2> x  and y. These quantities are related, neglecting particle 

masses, by

Q2 = sxy  (3.6)

W 2 = Q2 (1 ^ )  • (3.7)

The influence of Z° boson exchange is negligible in comparison to photon exchange, 

except at high Q2 (Q2 > 1000 GeV2), due to the high Z° mass. At Q2 — 2000 GeV2 

and x = 0.4 the net influence of Z° exchange and 7 Z  interference is a reduction 

in the e+p  cross section of about 30% [7], The charged current (CC) DIS process 

ep —> ueX  via W ± exchange is around three orders of magnitude lower than the NC 

cross section at low Q2, due to the large mass of the W  boson. At the electroweak 

unification scale Q2 ZMyy, M f the NC and CC cross sections become similar [27].

3.2 The Structure of the Proton

The inclusive electromagnetic cross section for the process ep —► e X  may be ex­

pressed, to lowest order of QED, in terms of two1 structure functions F\(x, Q2) and 

F2 (xyQ2) which parameterise the charge distribution within the proton2:

Q 2 ) + Q 2 ) ]  ■ ( 3 - 8 )

1 Where Z° exchange is significant a third, parity violating, structure function, F^(x, Q2), is 
necessary to describe the complete neutral current process; see the measurement presented in [28].

2For a more detailed discussion see, for example, [29].
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Fi(X) Q2) and F2(x, Q2) are related to the structure functions for the scattering of 

transversely and longitudinally polarised photons, F r(x ,Q 2) and FL(xi Q2), by the 

following relations:

Ft (x , Q2) = 2xFx(x, Q2)

Fl (x , Q2) =  F2(x, Q2) -  2xFl (x, Q2). (3.10)

(3.9)

Equation 3.8 can be redefined as

(3.11)

where Y+ — 1 +  (1 — y)2. The structure function F2(x, Q2) is extracted from the

measured inclusive DIS cross section using equation 3.11 after small corrections for

y .3 Measurements of F2(x,Q2) using data from the HI [27,30], BCDMS [31] and 

NMC [32] experiments are shown in figure 3.2.

3.2.1 T h e Quark P arton  M odel

The first measurements of F2(x,Q2) [33], made at values of x  0.2, revealed the

striking property of scaling or scale invariance [34], the feature that the structure

function is approximately independent of Q2 over a wide range of Q2 values. This

feature is clearly visible in figure 3.2(b). The Quark Parton Model (QPM) [35]

was developed in response to this observation. In the QPM the proton is made up

of non-interacting, point-like constituents called ‘partons\ DIS is then viewed as

incoherent elastic scattering between the electron and the charged partons, rather

than scattering off the extended proton. The lack of a length scale involved, due to

the point-like nature of partons, gives the scale invariance experimentally observed.

3Fl would be zero if the Quark Parton Model (section 3.2.1) were exact; this results from the 
fact that quarks have spin

QED radiation and estimating the contribution (if any) of Fl and Z° exchange. The 

contribution of Fl to the cross section is small and indeed negligible except at high
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Figure 3.2: Measurements, by HI and fixed target experiments, of the structure 

function /^(x, Q2) as a function of Q2 for a range of x  values. The curves show NLO 

DGLAP QCD fits (see section 3.3.1) with different data sets. c»(x) is an arbitrary 

vertical displacement, added for clarity.

The QPM can be formulated in the infinite momentum frame of the proton. In this 

frame the time scale with which partons within the proton interact with each other 

is time dilated and the proton charge distribution is Lorentz contracted. The 7*- 

parton interaction is then instantaneous and incoherent so that the partons can be 

treated as free. The subsequent interactions which confine the struck parton within 

a bound hadron occur on much longer time scales and do not affect the result.

The DIS cross section can now be written as a sum of the cross sections for elastic 

electron-parton scattering in which the paxton of type i caxries a fraction £ of the
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proton’s momentum:

where f i(()  is the probability that the parton $  carries a fraction £ of the proton’s 

momentum. Putting the out-going parton on shell gives

(q + Cp)2 =  0 (3.13)

and hence that C is simply the Bjorken scaling variable x. The elastic cross section 

is calculable within QED for spin \  partons and from this it follows that

F2(x ,Q2) = x^2e^ f i (x )  (3.14)
i

2xF1(x) =  F2{x ) (3.15)

where e* is the charge of the quark of flavour i and the sum is over all active quark 

flavours. The Q2 independence of F2, shown in equation 3.14, is known as Bjorken 

scaling and results from the assumption of point-like non-interacting partons within 

the proton. Equation 3.15, known as the Callan-Gross relation [36], follows from the 

assumption of spin I  partons. This is equivalent to Fl =  0 and its verification by 

a series of experiments was evidence for the spin |  nature of partons (quarks). The 

function /*(£, Q2) is known as a Parton Density Function (PDF) and is independent 

of the hard scatter. This universal property allows the PDFs to be constrained from 

data from many different experiments and combined to produce global fits. A test 

of this universality is that the PDFs measured in DIS are applicable in hadron- 

hadron collisions where, for example, they correctly predict the rate of Drell-Yan 

pair production [37].

3.2 .2  Scaling V io la tion s

From figure 3.2(a) it can be seen that Bjorken scaling is only approximate; there are 

systematic scaling violations, particularly at low x y where a clear Q2 dependence is
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(a) (b)

Figure 3.3: Diagrams of the splitting functions (a) Pqq and (b) Pgq The 

quark that couples to the photon carries a fraction x  of the proton’s momentum, 

but originated from a quark or gluon carrying a momentum fraction y.

visible. This reflects the fact that, even at large Q2, the partons should not be con­

sidered to be entirely non-interacting. These scaling violations can be understood by 

including QCD corrections to the Quark Parton Model. For example, contributions 

that are leading order in as are the emission of a gluon from the struck quark and 

quark-anti-quark pair production from a gluon. These processes are illustrated in 

figure 3.3 and result in logarithmic corrections of the form a s In Q2 and a 3 In The 

iteration of these splitting processes leads to a description of the low x  regime in 

terms of ladder diagrams such as that shown in figure 3.4(a). These QCD processes 

also result in a small, but non-zero, perturbative QCD prediction for Fl [38]4.

For a given order, n, of perturbation theory the QCD expansion for the evolution 

of F^ix^ Q2) contains terms of order a ” lnm Q2 and a£ lnm with m < n. A full 

QCD expansion is not tractable, but in different kinematic regions of the x  — Q2 

plane different terms dominate the expansion. Two different evolution schemes are 

discussed in the next section, these can be tested over a wide kinematic region by 

data from HERA.
4For a recent measurement of Fl see, for example, reference [30].
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Figure 3.4: (a) A ladder diagram which contributes to  F2(x, Q2) at low x. In 

DGLAP evolution the diagram is, in general, composed of both quarks and gluons 

and the partons are ordered in transverse momentum. In BFKL evolution only 

gluons contribute and they are ordered in x. The BFKL equation is formed by 

summing squared amplitudes such as that in (b).

3.3 Low x  Phenomenology

A striking feature of recent DIS data is the substantial rise in F2 with decreasing x  at 

low x and high Q2, as shown in figure 3.5. The rise of F2 is related to the increasing 

gluon density at low x. Within the framework of the DGLAP equations the growth 

of the parton distributions may be interpreted as due to their Q2 evolution. In the 

framework of the BFKL equation this growth is a consequence of their x evolution. 

These formalisms are briefly discussed in this section.
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Figure 3.5: Measurement of the structure function Q2) [27] at high Q2 as a

function of x. Also shown are earlier data from HI [39] and ZEUS [40] and a NLO 

QCD fit.

3.3.1 T h e D G L A P  E volution  M echanism

In the currently accessible kinematic region scaling violations are well described us­

ing the QCD formalism developed by Dokshitzer, Gribov, Lipatov, Altarelli and 

Parisi (DGLAP) [41]. The PDFs are split into functions representing the valence 

quark (non-singlet flavour), non-valence quark (singlet flavour) and gluon distribu­

tions. The DGLAP equations enable the Q2 dependence of the parton distributions 

to be computed from given parton distributions at a scale Q0 at which perturba- 

tive QCD is valid. The input distributions themselves are currently not calculable

Q2=250 GeV3
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within QCD5 and are determined from data at a higher scale. The evolution pro­

ceeds through the splitting processes illustrated in figure 3.3.

The result is the DGLAP equations, a set of coupled integro-differential equations 

which describe the evolution of the parton density functions for the non-singlet 

quark, qNS(xyQ2), singlet quark, qs (x, Q2), and gluon density , g(x, Q2) by

dqNS(x, Q2) a s(Q2) f 1 dy
dlnQ2 2tt j x y

d g S ^ Q ? )  a,(Q2)
dlnQ2 27r Jx y

dg(x,Q2) _  a s{Q2) r1 dy 
J x  y

/
J x

f 1 dy 
Jx y

Q {Vi Q )Pqq ̂  
qs (y, Q 2)Pqg (  ̂  + g(v,  Q 2)PqS

dlnQ2 2ir QS(V, Q2)PSq ( -  I + g(y, Q^Pgg

(3.16)

(3.17)

(3.18)

where, for example, Pqq f ~) is the ‘splitting function’ describing the probability of

a struck quark of momentum fraction x originating from a quark with momentum 

y via the process of gluon bremsstrahlung, illustrated in figure 3.3(a). The splitting 

functions have been calculated in leading order and next-to-leading order [42] QCD.

The solution of these equations leads, via equation 3.14, to the logarithmic depen­

dences of the structure function on Q2, such that F2  falls with Q2 at high x  and 

rises with Q2 at low x. The formalism corresponds to summing only those terms 

of the form a£ In71 Q2, the leading log approximation (LLA). DGLAP evolution is 

applicable where perturbation theory is valid and ln(l/ir) <C In(Q2/Qq). Parame- 

terisations of F2(x, Q2) based solely on DGLAP evolution, such as those of Martin, 

Roberts and Stirling [43], have been successful in describing all the HERA data to 

date.

3.3 .2  T h e B FK L  E volution  M echanism

At sufficiently low x, the log ^ terms, which are not described by the DGLAP 

equations, are expected to become significant. An alternative expansion in terms 

5Lattice QCD may be able to calculate these non-perturbative functions.
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of log |  can be made for fixed Q2. The evolution equation resulting from the 

summation of the leading log ^ terms was developed by Balitsky, Fadin, Kuraev 

and Lipatov (BFKL) [44]6. At leading log only terms involving gluon splitting need 

to be considered, such that figure 3.4(a) is a typical contribution to F2 . Summing 

squared amplitudes, such as that in figure 3.4(b), for all possible gluon interactions, 

leads to the BFKL equation. The BFKL equation is valid where perturbative QCD 

can be used and ln(Q2/Qo) ln(l/a:). An analytical solution at fixed Q2 leads to 

the prediction that in the low x region

F2(x,Q2) ~  x - x (3.19)

and at HERA energy scales A ~  0.5.

For x < 0,1 the measurement of F2(x, Q2) can be parameterised as in equation 3.19 

[46], with the value of A needed to fit the data increasing from 0.2 to 0.4 in the Q2 

range from 1.5 to 103 GeV2. At high Q2 the high value of A may be consistent with 

a BFKL interpretation of the x  evolution of F2(x, Q2). However, this behaviour is 

also compatible with DGLAP evolution, as can be seen from the good description 

of the data in figure 3.5. Further searches for evidence of BFKL evolution may be 

preformed in exclusive channels such as forward jet production [47].

3.3 .3  F2 and R egge T heory

The structure function F2 is related to the total cross section of the virtual photon- 

proton interaction by

M tV) »  Q2) (3.20)

where, at low x, W  «  v ^ .  If x  is sufficiently low then the Regge limit W 2 ;§> Q2 

is satisfied. A simple Regge model (see section 4.1) predicts that the virtual photon- 

proton cross section has the same energy dependence as the real photon-proton

6 A calculation of the next-to-LLA summation has also been completed [45].
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cross section and hence that A ~  0.08. Measurements of F2  at very low Q2 are 

consistent with this behaviour [48]. Large deviations from this behaviour are seen 

as Q2 increases, indicating the need for corrections to the simple Regge picture.

3.4 Photon Physics

In DIS the photon virtuality resolves scales much smaller than the size of the proton 

(Q2 1 GeV2) and hence is able to probe the structure of the proton. Conversely, in

photoproduction the photon is almost real (Q2 ~  0) and different physics processes 

are seen. The total ep cross section contains a 1/Q4 factor, as in equation 3.8, and 

so is dominated by photoproduction. In this case HERA is effectively a 7p collider 

with a centre of mass energy W  = y/ys . The 7p cross section, crlpy can be calculated 

from the measured cross section, aep, by

=  <^Tp{ys)F(y, Q2). (3.21)

The photon flux, F(y, Q2), can be calculated using the Weizsacker-Williams approx­

imation [49].

At leading order, two classes of high Pt  photoproduction events can be defined. 

In the direct process, shown in figure 3.6(a), the photon behaves as a point-like 

object, coupling directly to the hard subprocess. In the resolved process, shown in 

figure 3.6(b), the photon behaves hadronically, with a single parton from the photon 

entering the hard scatter. A useful variable to distinguish between these classes is 

z7, the fraction of the photon’s momentum transferred to the hard subprocess. This 

will be one for direct events and less than one for resolved events. This picture is 

only valid for leading order processes and care must be taken to use variables which, 

although having a physical interpretation at leading order, are well defined at all 

orders.

In a resolved process the photon splits into a qq pair well before the interaction.
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Figure 3.6: Examples of (a) direct 

interactions.
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(b) resolved processes in photon-proton

After this QED process, QCD evolution can occur so that the photon contains both 

gluons and quarks. A photon structure function F27 can be defined in a similar way 

to the proton structure function. This can be measured directly in 7*7 events at 

e+e~ colliders7. These measurements are mainly sensitive to the combination of 

quark densities. At HERA the partonic content of the photon can be probed using 

the Pt of final state jets. These results are sensitive to the gluon density of the 

photon, as shown in figure 3.7 [51].

The resolved component is dominant except at high Pt  scales, where the final state 

requires a large 7p centre-of-mass energy. Resolved events are characteristically 

different from direct events; they have a photon remnant in the final state and are 

dominated by gluon-exchange processes whereas in direct events there is no photon 

remnant and the propagator is a quark.

7For a comprehensive review of photon structure measurements both at e+e~ and ep colliders 
see [50].



CHAPTER 3. H 42

2 *
o>
* r

3

Figure 3.7: HI extraction of the gluon density g(xy) multiplied by a lx7 as a
A, 2

function of x7 for a mean Pt =  74 GeV2 of the hard partons. Also shown is a
2

previous HI measurement at Pt =  38 GeV2 using single high Et  particles [52]. 

The LO parameterisations of the gluon distribution [53] based on fits to e+e“ two- 

photon data are also shown.

3.5 Jet Physics

In the majority of 7p interactions the final state particles have a small amount of 

transverse momentum, Pt . In jet events, however, the outgoing partons have a 

large amount of Pt  and the hadronisation results in a collimated jet of particles 

whose properties are correlated with the dynamics of the outgoing parton. Hence, 

jet events are extremely useful in understanding the underlying dynamics of partonic 

interactions.

1--------------- i---------!------ ------------

•  H1 jet data 
□  H1 single particles

There is no unique definition of a jet. Instead, a number of different algorithms are
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available. Jets must be easy to measure experimentally and theoretically reliable 

to calculate [54]. In pQCD there is a divergence when two massless particles are 

collinear; this is cancelled in the total cross section by a virtual contribution from 

the equivalent process with the two partons replaced by one parton which carries the 

sum of the momenta of the pair. For this cancellation to occur in the jet calculation, 

a collinear pair of particles must be treated in the same way as one particle with their 

combined momentum. An equivalent experimental requirement is that the algorithm 

must not depend strongly on the angular resolution of the detector because when 

two collinear particles enter the same calorimeter cell they are unresolved.

To avoid the divergence from the emission of particles with vanishingly small energy, 

the calculation must be insensitive to the addition of a soft particle (infra-red safe). 

Experimentally, the results should not depend strongly on calorimeter noise, which 

adds low energy particles to the true event. The fa algorithm [55] fulfills these 

requirements and is used in the analysis presented in this thesis. It is described in 

more detail in Appendix A.

The cross section for jet events can be written as a convolution of the proton and 

photon parton densities and the matrix elements for the parton scattering, (Rj,:

a  =  S  /  d x A X B f i / A ( x Ai Ai2) /j /s (^ s , (3.22)

where R/a is the proton distribution for partons of flavour i carrying a momen­

tum fraction Xa -, f j/B is the photon distribution for partons of flavour j ,  carrying 

a momentum fraction xb  and jj, is the factorisation scale. The hard scale of the 

jet Pt  allows a perturbative calculation of the parton-parton scattering. The lead­

ing order (LO) calculations have been implemented in Monte Carlo models and the 

next-to-LO (NLO) corrections have also been calculated. The proton PDFs are 

well constrained and provide a good description of jet data. The photon PDFs are 

less well constrained at high x1 but a good description of the data is still obtained. 

Monte Carlo generators evolve the outgoing partons into final state hadrons through
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parton showering and hadronisation. Parton showering simulates higher order per- 

turbative effects, by iterating the QCD radiation of quarks and gluons until some 

scale, typically 1 GeV. The final, non-perturbative phase is modelled by a phe­

nomenological hadronisation model, converting the partons into hadrons. The two 

main hadronisation schemes used are the string fragmentation model [56] (imple­

mented in JETSET [57] which is used by PYTHIA) and the cluster fragmentation 

model [58] (implemented in HERWIG).

In the Lund string fragmentation model the colour field between a qq-pair is treated 

as a string. As the qq separation increases the energy stored in the string rises until 

the string breaks forming a new qq pair and strings. Gluons cause kinks in the 

string. The process continues until all the available energy is used up, leaving only 

colourless, on-shell hadrons.

In the cluster fragmentation model all outgoing gluons are split into qq-pairs. Colour 

singlet pairs end up close together in phase space and neighbouring qq-p&lvs can be 

combined to form colour singlet clusters. Heavy clusters are split into two lighter 

clusters. All clusters then decay into colourless resonances or stable hadrons.

3.6 M ultiple Parton-Parton Interactions

QCD calculations were not found to give a good description of the initial HERA jet 

data [59], even after allowing for radiation effects and fragmentation. The transverse 

energy flow outside of the jets was much greater than that expected from single 

parton-parton scattering. This additional underlying event energy can be attributed 

to further interactions which occur between the beam remnants. This may anyway 

be expected from the proliferation of low x  partons seen in the growth of F2 [60],

In 7p collisions it can be seen (figure 3.8) that the amount of energy flow outside 

the jets is correlated with decreasing x ^ ts [61]. Direct events, which are at high
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Figure 3.8: The transverse energy flow outside jets, as a function of xJyeta, compared 

to the calculations of QCD generators with (PYTHIA mia, PHOJET) and without 

(PYTHIA) beam remnant interactions.

4 ets, have no photon beam remnant to interact further, whereas resolved events do,

suggesting that the energy flow is indeed connected with interactions of the beam

remnants. The effect of multiple interactions has also previously been observed in

pp collisions [62].

Including this energy flow into the jet energy drastically alters the measured jet 

rate [63], particularly at low Pt  and also the distributions of event variables. So, 

it is important that the effect of multiple interactions is well modelled in Monte 

Carlo simulations. This has been done in both PYTHIA [64] and HERWIG, which 

uses the JIMMY [60] package. The multiple interactions are modelled as further 

uncorrelated perturbative parton-parton scatters. The divergent matrix elements 

for these scatters are regulated by a Pt cut off, this is the main free parameter 

in the model.



Chapter 4

Diffraction

This chapter aims to give a brief review of the field of diffraction, in order to set in 

context the analysis presented in this thesis.

Hadron-hadron cross sections at high energy are dominated by long-range, soft in­

teractions. The low momentum transfer means that perturbative QCD is not appli­

cable. The best description of these interactions is given by the phenomenological 

model of Regge theory [65]. A brief outline of Regge theory1 and its description of 

total hadronic cross sections is given in section 4.1. Regge theory explains the ob­

served rise of the total cross section at high centre-of-mass energies by a diffractive 

exchange called the pomeron. At HERA, the hard scale Q2 can be used to probe

the structure of the pomeron and these measurements are outlined in section 4.2.

Finally, it is possible to investigate diffractive processes in which the momentum 

transferred is large and therefore provides a hard scale enabling, in principle, pQCD 

calculations to be made. An example of such a process is discussed in section 4.3 

and is the subject of the analysis in this thesis.

1For a more detailed discussion see [66].

46
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4.1 Regge Theory

Regge theory was developed before QCD and is based solely on very general assump­

tions about the scattering process. Regge theory aims to determine the behaviour of 

the scattering amplitude in the limit that the centre-of-mass energy is much greater 

than all other scales in the process. Its predictions act as a constraint on the high 

energy properties of QCD [68].

4.1 .1  s and t C hannel P rocesses

A general two body scattering process ab —> cd can be described in terms of the 

particle masses and the Lorentz invariant scalar products of the momenta. The 

Mandelstam variables, s , t and u, are defined by

However, from conservation of momentum, u is not an independent variable and 

so, neglecting the external particle masses, the scattering amplitude can be written 

as A (s,i). The centre-of-mass energy is y/s and t gives the square of the four- 

momentum transferred.

A further assumption about the scattering amplitude can be made: that it is an 

analytic function of the Lorentz invariants (regarded as complex variables). It can 

be shown that this is a consequence of causality. An important consequence of this 

analyticity is crossing symmetry.

The physical kinematic region for the s-channel process ab —> cd is s > 0, t < 0. 

The amplitude Aa&_ccf(s, t) can be analytically continued into the unphysical region 

t  > 0, s < 0. This gives the amplitude for the t-channel process ac —» bd. So, this

s = (Pa +  P b f  =  (Pc +  P i f  

t  =  (Pa -  V o f  =  (Ph ~  P d f  

« = ( / > « -  P d f  =  (Pi -  P d f

(4.1)

(4.2)

(4.3)
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crossing symmetry means that these two physically different processes will have the 

same scattering amplitude:

Aa^ cd(s, t) =  Aâ d(t, s). (4.4)

4.1 .2  R egge T rajectories

The scattering amplitude for the t-channel process ac —► bd can be expanded as a 

series of partial waves of different angular momenta:

oo
Aac-^bd(s, t) =  E ( »  +  1 )^i{s)Pi{cos9) (4.5)

1=0

where Pi(cosO) is the Legendre Polynomial for angular momentum I, 6 is the centre- 

of-mass frame scattering angle between a and c, related to s and t by cos 6 — 1 +  ~  

and the functions ai(s) are the partial wave amplitudes. Using crossing symmetry 

this amplitude may be continued into the s-ehannel to give the amplitude for the 

process ab —+ cd. The full partial-wave series can next be summed using a method 

suggested by Sommerfeld [69] (following Watson [70]). The pole in the Ith partial 

wave then takes the form

a iW  “  (4 6 )

so that there is a ‘Regge pole’ in the partial-wave amplitude at I — a(t) and (3(t) 

is the residue function specifying the coupling of the pole to the external particles. 

Taking the Regge limit, s —» oo, the asymptotic behaviour of the Legendre polyno­

mial can be used to isolate the high energy behaviour of the scattering amplitude:

A(s,t)-> 0(t)sa®. (4.7)

This is the characteristic Regge-pole asymptotic power behaviour of the scattering 

amplitude from the exchange of a Regge trajectory. This can be viewed as the ex­

change of an object, a reggeon, with angular momentum a(t), as shown in figure 4.1. 

This is not a real particle; the angular momentum is a continuous complex variable.
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a

R e g g e o n

c

Figure 4.1: Scattering in the t channel, viewed as reggeon exchange.

The amplitude effectively sums the contributions from all possible exchange parti­

cles with appropriate quantum numbers. For the t-channel scattering process with 

t positive the amplitude will have poles corresponding to the formation of phys­

ical particles of spin Ji and mass ra*, where o(m t2) =  J{. Consider the reaction 

7v~p —» 7r°n. For positive t, i.e. 7r_7r° —> pn, the amplitude has poles corresponding 

to the production of physical particles with the quantum numbers of the p. Chew

and Frautschi [71] plotted the spin of mesons against their mass squared and found

that they lay in a straight line,

a(t) =  a(0) -I- c/(t) (4.8)

for, at least, positive t. This is shown in figure 4.2 for the p, u, f  and a set of 

mesons, where a(0) =  0.55 and a' =  0.86 GeV-2. Hence, from equation 4.7,

A{s,t)  ~ S«(°)+«'W (4 .9)

and the differential cross section is predicted to be

^  ~  -b j4(s, t) |2 ~  s2°e»+2«'<<)-2. (4.10)
at sz

This has been well verified in many processes [67]. a(t) obtained from measurements 

of ^  for 7v~p —► 7r°n in the pion beam energy range 20.8-199.3 GeV [72], shown in
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Figure 4.2: The Chew-Frautschi plot of the p trajectory.

figure 4.3, agrees extremely well with the extrapolation of the linear p trajectory to 

negative t.

4 .1 .3  T h e T otal C ross Section

The unitarity of the scattering matrix, a requirement from conservation of proba­

bility, gives the optical theorem, which relates the imaginary part of the forward 

elastic amplitude, A ei, to the total scattering cross section:

otot =  -$sm A ei(s, 0). (4.11)s
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Figure 4.3: The points show a(t) obtained from n~p —> n°n scattering data [72]. 

The straight line shows the linear extrapolation of the Regge trajectory shown in 

figure 4.2 to negative t.

From the scattering amplitude at t =  0, equation 4.9, it follows that

om~ s* 01- 1 (4.12)

where a(0) is the intercept of the appropriate trajectory. For example, the p- 

trajectory has a(0) =  0.55 and so the cross section for processes in which these 

quantum numbers are exchanged falls as s increases. Indeed, Pomeranchuk and
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Okun [73] proved that in any scattering process in which charge is exchanged the 

cross section vanishes as s —► oo (the Pomeranchuk theorem).

Foldy and Peierls [74] noticed the converse: if a cross section does not fall as s 

increases then it must be dominated by the exchange of vacuum quantum num­

bers. Experimentally, the total cross sections for hadron-hadron collisions have 

been observed to rise slowly with s [75]. This requires a Regge trajectory with an 

intercept a(0) > 1 and which carries vacuum quantum numbers. This is called the 

pomeron [76]. No physical particles which would lie on the trajectory have yet been 

conclusively identified, although particles such as glueballs (bound states of gluons) 

could exist within QCD.

Figure 4.4 shows the total pp and pp cross sections with fits by Donnachie and 

Landshoff [77]. The fits are of the form

Otot(s) =  X s “P- 1 +  yg"®"1. (4.13)

The first term in the fits is the Pomeron contribution, with intercept 1.08, and is 

common to both the pp and pp cross section because the pomeron is unable to 

distinguish between particles and anti-particles. The second term does distinguish 

the two and is from the exchange of the p trajectory with intercept 0.55. Donnachie 

and Landshoff were also able to fit the n ~p, n+p and 7p [78] total cross sections with 

the same trajectory intercepts, which suggests that the pomeron can be considered 

as a universal object.

At HERA, diffractive processes can be studied where a hard scale is present. The 

energy dependence of the photon-proton cross section has been observed to steepen 

with increasing virtuality of the photon, as described in section 3.3.2. A pomeron 

trajectory cannot vary with Q2, so this suggests some more complex behaviour. This 

change in ‘effective pomeron intercept’ has also been observed in 7p processes.
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Figure 4.4: The centre-of-mass energy dependence of the proton-proton and proton- 

anti-proton total cross sections together with a fit by Donnachie and Landshoff.

4 .1 .4  D iffractive P rocesses in 7 p In teraction s

The photon may interact with the proton via pomeron exchange, if it first fluctuates 

into a qq pair which may then evolve further. The reaction 7p —> Vp, figure 4.5(a), 

where V  is any vector meson, may be considered as elastic and has a cross section 

of around 10% of the total photoproduction cross section [78]. In Regge theory 

the s dependence of this quasi-elastic cross section should be the same as that for 

the total 7p cross section. Figure 4.6 shows the energy dependence of the vector 

meson production cross sections. The energy dependence of the p production cross
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Figure 4.5: Diffractive Interactions in 7p collisions, (a) Quasi-elastic vector meson 

production, (b) Single photon dissociation, (c) Single proton dissociation, (d) 

Double dissociation.

section is indeed similar to that of the total 7p cross section. However, the J/V> 

cross section, where the vector meson mass introduces a hard scale into the process, 

is significantly steeper.

Diffraction also exists as an inelastic process, in which one or both of the interacting 

hadrons break up or dissociate, shown in figures 4.5(b)-(d). In each case no colour is 

exchanged and the dissociated state has identical quantum numbers to the incoming 

particle. The total diffractive contribution to the total 7p cross section, at 300 GeV, 

was found to be around 40% [78]. Diffractive dissociation is a result of non-zero 

momentum transfer. At the momentum transfer studied in this thesis both the 

proton and photon dissociate.

4.2 Diffractive DIS

At HERA, a class of DIS events with a large rapidity gap extending from the proton 

direction has been observed [81]. These events can be attributed to the exchange of 

an object with vacuum quantum numbers- the pomeron. A diffractive DIS event is 

shown schematically in figure 4.7.

The hadronic final state can be split into two systems of invariant mass M x  and 

My, which can be defined as being separated by the largest rapidity gap in the final
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Figure 4.6: The centre-of-mass energy dependence of the total 7p cross section and 

the total cross section for vector meson production measured at HERA and fixed 

target experiments. Plot from [79] with data from [80].

state. Typically, My is close to the proton mass. In addition to the existing DIS 

variables additional Lorentz invariants are used:

~Q

t  =  ( p ~ Y )2 

2
2 q - ( P - p y )

(4.14)

(4.15)
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Figure 4.7: Schematic of a diffractive DIS event.

= q - ( P - p y ) _  Q2 + M%-t  
XJP g-P Q2 + W2-M$ 0' (4.16)

In the infinite momentum frame of the proton, in the language of pomeron exchange,

fraction of the pomeron’s momentum carried by the struck parton. Both M x  and 

M y  are required to be small, corresponding to the Regge limit and giving the large 

rapidity gap seen.

In the leading log(Q2) approximation, the cross section for this process, 7 * p  —> p ’X ,

This QCD factorisation has been rigorously proven [82] and is valid for large enough 

Q2 and fixed x , xjp and t. The diffractive parton distributions should obey the 

DGLAP evolution equations.

Applying Regge theory to the concept of diffractive parton distributions leads to 

the Ingelman-Schlein model [83] of a ‘resolved pomeron’ with a partonic structure 

independent of X]p and t. In this model the diffractive parton distribution factorises 

into a flux factor, / p / p , and pomeron parton distributions, / p .  The flux factor 

describes the probability of a pomeron being ‘emitted’ from a proton.

xjp is the fraction of the proton’s momentum carried by the pomeron and (I is the

can be written in terms of convolutions of universal partonic cross sections, a1*1, 

with diffractive parton distributions, /p ,  for partons of flavour i:
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By analogy to the proton structure function in equation 3.8, the diffractive DIS cross 

section can be used to define the diffractive structure function,

d (Jep—tep'X   4:7TCXem f-1 . 2/ ^ t?D(4) / & ^  2 ,\ / a 0\
dxdpdQ2dt -  w  y1 ~  y +  2 )  F> ^ (4-18)

from which, using the Regge factorisation mentioned above, the pomeron structure

function, F f  (/?, Q2), can be measured:

* f (4)03, Q \ t) =  /ip/p(sip, t )F f(p ,  Q2). (4.19)

A measurement of F® integrated over M y  <  1.6 GeV and |t| <  1 GeV2, , made 

by HI [84] is shown in figure 4.8. This is in the kinematic range 4.5 < Q2 < 75 GeV2, 

0.0002 < rep <  0.04 and 0.04 < (3 < 0.9.

At large rep, deviations from the behaviour shown in equation 4.19 are seen. These

can be described by the addition of a sub-leading reggeon exchange, which carries 

the quantum numbers of the p, w, / ,  a mesons. This contribution is factorisable into 

a reggeon flux, /n/p(£ip), and a meson structure function, F^((3> Q2), so that

i ^ (3W  0, <32) =  fip/p{xv)F?(J3, Q2) + Q2). (4.20)

In Regge theory, the pomeron flux can be written

fjp/p(xjp) =  2aw(t)-ldt (421)
J tcut f tp  w

where the effective Regge trajectory is a&(t) =  ckp(O) +  ajp(t). A similar expression 

can be written for the reggeon flux. A fit of this form was made to the data, where the 

parameters cn{p(t), B& and I?®, were fixed using results from pp experiments.

The fit gave a value of the reggeon intercept consistent with the previously measured 

p reggeon trajectory and a value of the pomeron intercept of

ap(0) =  1.203 ±  0.020 (stat.) ±  0.013 (syst.)igS? (model). (4.22)

This is significantly larger than the soft pomeron intercept measured in inclusive 

hadron-hadron collisions, 1.08, and the value oip(0) — 1.068 ±  0.016 (stat.) ±
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Figure 4.8: The diffractive structure function, plotted as r p F 2D^ (x p , /?, Q2) against 

xp for various (3 and Q2 values. The solid curve shows the result of the fit described 

in the text and the dashed curve shows the pomeron contribution.
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0.022 (syst.) ±0,041 (model.) measured in photoproduction from the photon diffrac­

tive dissociation cross section [85].

The scaling violations seen in FJf ({3, Q2) can be described using the DGLAP equa­

tions to evolve a set of input parton distributions. A QCD fit was performed and 

an input distribution of gluons was preferred over that of solely quarks.

Measurements of energy flow [86] and thrust [87] in diffractive DIS also need a 

gluon dominated pomeron to describe the data. Diffractive dijet measurements are 

directly sensitive to both the shape and the normalisation of the gluon distribution 

within the pomeron, through the boson-gluon fusion process. The cross section 

for diffractive dijets can be predicted using the PDFs from the measurement of 

F ^ s\  A good agreement is found [88], showing consistency with QCD factorisation, 

and a flat gluon distribution is preferred. A fit to the dijet data gives cqp(0) =  

1.17 ±  0.03 (stat.) ±  0.06 (syst.Jl^o? (model), in agreement with the value obtained 

from F ^ 3\

Although the HERA data are well described by diffractive parton distributions, 

these do not work in describing data from pp collisions at the Tevatron. While the 

QCD factorisation described above should not hold in pp collisions, the scale of the 

breakdown is surprising.

CDF has measured the diffractive structure function of the anti-proton by measuring 

the ratio of the diffractive to inclusive cross sections [89]. In leading order QCD, this 

ratio is equal to the ratio of the corresponding structure functions and the inclusive 

structure function is well known. This measurement is shown in figure 4.9 and is 

compared to calculations using the diffractive parton densities from the HI F'2 ^  

measurement.

The results disagree both in normalisation and in shape, with the HERA predic­

tion being significantly too high. There are a number of possible reasons for this 

disagreement. One reason may be the effect of multiple parton-parton interactions,
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Figure 4.9: The diffractive structure function measured at CDF, shown as points, 

compared to predictions made from the structure function measured at HI, shown 

as dashed and dotted curves.

discussed in section 3.6. These may fill in the gap produced by a colour-singlet 

exchange [90]. The probability that a gap is not destroyed, the gap survival prob­

ability, may be much lower at the Tevatron than at HERA because there are more 

spectator partons in pp collisions than in 7p collisions and the number density of 

partons increases with s. This could explain the discrepancy in the normalisations 

of the distributions. However, multiple interactions are not well understood. Fur­

ther measurements, such as those dicussed in the next section, may improve our 

understanding.
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4.3 Rapidity Gaps Between Jets

In events such as diffractive DIS, shown in figure 4.10(a), there is a hard scale 

at one end of the exchange and so perturbation theory becomes relevant. The 

small momentum transfer, t, means that there is no hard scale at the proton vertex. 

However, events with hard scales at both ends of the exchange are possible, when the 

momentum transfer is large. In this case the gap production mechanism is dominated 

by short distance physics [91] and the pomeron can be pictured as coupling in a point­

like way. The process can then be treated as the convolution of the PDFs with elastic 

parton-parton scattering; this is illustrated in figure 4.10(b). At sufficiently high \t\ 

dijet events may be observed where the jets are widely sepaxated in rapidity and 

there is very little hadronic activity between the jets- a rapidity gap 2. These events 

may be observed experimentally as shown in figure 4.11 [92,93]. The conditions 

—t AqCD and s —t mean that the events are in the perturbatively calculable 

Regge limit of QCD and so may give an insight into the underlying dynamics of 

diffraction.

These ‘gaps between jets’ events are in contrast with dijet production from typical 

QCD processes, which were discussed in section 3.5. In these dijet events a single 

quark or gluon is exchanged in the hard scatter, carrying colour. The subsequent 

hadronisation must ensure that the outgoing partons are in colourless hadrons. This 

leads to QCD radiation emitted between the jets which can be described as the 

result of a colour string connecting the two outgoing partons. It is also possible that 

rapidity gaps will be formed in these events by a fluctuation to zero of the number of 

hadrons produced between the two jets. Naively, this probability falls exponentially 

with the size of the rapidity region, assuming a simple Poisson distribution for the 

multiplicity fluctuations. To reduce this probability it is necessary to look at large 

jet-jet separations.

Experimentally, pseudo-rapidity gaps are observed; these are referred to as rapidity gaps.
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Figure 4.10: (a) Diffractive DIS, in this process the momentum transferred across 

the rapidity gap is small, (b) Dijet production with the exchange of a colour singlet 

object forming a rapidity gap between the jets. The momentum transferred across 

the rapidity gap is large.

An excess of events with rapidity gaps between jets over that expected from typical 

QCD processes has already been observed in photoproduction at HERA [94,95] and 

at the Tevatron [96,97] and these results are, as described by Oderda and Sterman, 

“among the most intriguing recent experimental results in QCD” [98]. These results 

are briefly discussed in section 4.3.1 and their possible interpretation in section 4.3.2. 

Complications with the definition of rapidity gap events and a possible solution by 

Oderda and Sterman are outlined in section 4.3.3. This has led to the development 

of the rapidity gap definition presented in section 4.3.4 and used in the analysis in 

this thesis.
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Figure 4.11: Dijet production with the exchange of a colour singlet object forming 

a rapidity gap in the final state as seen at the detector level.

4.3 .1  O bservations o f G aps B etw een  J ets

The observable typically measured is the gap fraction,/, which is the fraction of 

dijet events that also have a rapidity gap between the jets:

J-   p—>jet+ggp+jet
®'ip—*jet+jet

This is a useful variable because some theoretical and experimental uncertainties 

cancel and the kinematic effects of dijet production are factored out. At HERA, the 

gap fraction has been measured by both HI and ZEUS at Wlp ~  200 GeV. Photo- 

production events are studied because the photon is required to behave hadronically 

for pomeron exchange to occur. Two high Pt  jets were required (P / ~  —t), defined 

using a cone algorithm. A rapidity gap was defined as the absence of any final state 

particles between the jet edges, above a certain low threshold energy. The gap frac­

tion measured by ZEUS and HI as a function of the jet separation, A77, is shown in 

figure 4.12. An excess of events of about 7% was found above that expected from 

standard 7p processes at large A77. At the Tevatron a similar approach is taken

(4.23)

P remnant

GAP

Y remnant
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Figure 4.12: The gap fraction, / ,  as a function of A77, measured by (a) ZEUS and 

(b) HI.

and a multiplicity definition is also used to define a rapidity gap. Both CDF and 

D 0 observe a gap fraction of ~  1% at s =1800 GeV and of ~  3% at s =630 GeV.

4.3 .2  M odels o f  G aps B etw een  Jets

The simplest model for dijet gaps is two-gluon exchange, illustrated in figure 4.13(a). 

This was originally suggested by Bjorken [93] as a possible background to searches 

for WW scattering or Higgs production from WW fusion. Bjorken predicted that 

the magnitude of the gap fraction would be given by

f ~ S  O f aS<f T^)  (4-24)

where S  is the gap survival probability, which he estimated to be ~  0.1. He con­

cluded that ~  0.1% — 1% of dijet events would have rapidity gaps, but that this 

could be increased by the addition of higher order corrections, such as those from 

the BFKL equation, shown in figure 4.13(b).

The association of rapidity gaps with pomeron exchange has already been discussed.
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However, the cross section for the ‘soft’ pomeron falls sharply with increasing |t|. 

Prom equation 4.10 the cross section falls as

^  ^  s2(1.08+0.25i) /4_25)
d t

which leads to a vanishingly small cross section at the high values of \t\ required 

to produce jets. However, the hard scale does make it possible to use perturbative 

QCD. The BFKL LLA colour singlet exchange cross section for the elastic scattering 

of two partons as computed by Mueller and Tang [92] is:

M m  -► m )  _  ,r  2?r3 exp(2u»o2/) .
dt ~ (Cpaa) fi (7asCAC(S)yr ( 6)

for A77 2> 1, where uig =  C'a (4 h i2/'n)aa, y =  A y  — In ) and I  is the parton-

parton centre-of-mass energy. The values of as are free parameters and can be 

chosen independently. The value of a s in the prefactor of equation 4.26 is set to 

as — 0.18, for the analysis in this thesis. This value is also chosen for a s in the main 

part of the equation, corresponding to a hard pomeron intercept of 1.48. The value 

chosen has been found to give good agreement with both the Tevatron data on gaps 

between jets [99] and with the measurement of double dissociative diffractive events 

at large t  [100]. This BFKL prediction will be compared with the measurements 

made in this thesis.

4 .3 .3  E nergy  F low  B etw een  Jets

The understanding of rapidity gap events is complicated by the possibility of further 

parton-parton interactions. If a rapidity gap is formed in the hard scatter, this can 

be destroyed by a soft parton exchanged between the two outgoing beam remnants, 

as shown in figure 4.14. Multiple interactions are poorly understood and their 

effects cannot be experimentally separated from the gap production mechanism. 

One theoretical model is to consider this effect as an overall factor, independent 

of the hard scatter, the gap survival probability. The decrease in the gap survival
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Figure 4.13: (a) 2-gluon exchange (b) Higher Order Corrections from the BFKL 

equation.

probability with centre-of-mass energy may explain why the observed gap fraction 

is much higher at HERA than at the Tevatron and is higher at 630 GeV than 

1800 GeV.

A further complication is that existing definitions of rapidity gaps are not infra-red 

safe. Even the softest gluon carries colour and so the definition of the colour content 

of the hard scatter is problematic. A solution suggested by Oderda and Sterman [98] 

is to identify rapidity gaps by the energy flow in the interjet region, Q c- Rapidity gap 

events will have a small Q c - Q c is an infra-red safe observable, whereas a multiplicity 

is not. This method also has the advantage that the calculated gap fraction can be 

generalised to include the perturbative part of the survival probability.

The cross section can be treated using factorisation theorems and if Qc »  A q c d  it 

is perturbatively calculable. If P t  »  Q c A q c d  then there axe two perturbative 

scales, and logarithms in their ratio, P t/Q c, can be summed. This resummation 

allows the concept of hard colour singlet exchange to be generalised. In the Regge 

limit the dominant exchange is purely colour singlet. This method is complementary 

to the BFKL approach, because both deal with the resummation of gluonic radiation.

Events with low Qc would be counted as gap events by the definitions used at HERA
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Figure 4.14: A diagram of the formation of a rapidity gap by pomeron exchange 

which is then destroyed by further parton-parton interactions.

and the Tevatron. Oderda [101] found a reasonable agreement with the ZEUS data, 

if the fraction of events with Qc < 350 MeV was compared to the measured gap 

fraction, as shown in figure 4.15.

4 .3 .4  D efin ition  o f R apid ity  G ap E vents

The concept of defining rapidity gap events in terms of an energy flow between 

the jets was used as the basis of the rapidity gap definition used in this analysis. 

Rapidity gap events were defined by the following procedure:

1. Use the kt algorithm in the inclusive mode, assigning each particle in the final 

state (excluding the scattered electron) to one and only one jet.

2. Take the two highest Pt jets to be the dijet pair.

3. Sum the Et  of all jets whose centre is between the two jet centres in rapidity to 

form the quantity E^ap:

= J2 E 3Tets, (4.27)



CHAPTER 4. DIFFRACTION 68

a.

2.4 2.6 2.8 3.0 3.2 3.4 3.6 3.8 4.0 4.2

lO'1-

2.4 2.6 2.8 3.0 3.2 3.4 3.6 3.8 4.0 4.2

ATI

(a)
ATI
(b)

Figure 4.15: ZEUS data on (a) the gap cross section and (b) the gap fraction 

compared with Oderda’s results identifing a gap event by Qc < 350 MeV.

4. Define a rapidity gap event to be an event in which

E gTap < E ? 1 (4.28)

where E?ut is some small amount of energy, but where E ^  > A q c d -

The consequence is that a rapidity gap event is now defined in a manner which is 

infra-red safe, because it is defined in terms of summed energy and in addition uses 

the kt algorithm.

Using this definition, the area of 77 — (p space over which the energy flow is summed 

is as large as possible. This means that the probability of a random fluctuation 

in the final state of a colour-exchange event forming a rapidity gap event is at a 

minimum. In previous HERA measurements only the rapidity region between the 

jet edges was considered and consequently a jet separation of A77 > 3.5 was needed 

to see an excess over the background. The new definition allows this A77 cut to be 

relaxed and so an excess of colour singlet events may be searched for over a larger 

A 77 range and a large improvement in the available statistics results.
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Summing the transverse energy flow after running the kt algorithm rather than 

directly summing the energy flow of particles has two main advantages. Firstly, the 

definition is less sensitive to activity at the edge of the gap. In a colour singlet event 

there is no radiation between the jets but there can be radiation from the colour 

strings between the jet centres and the beam remnants. From these colour strings 

it is possible to, at most, emit radiation along the jet axes. Due to finite detector 

resolution this radiation can spill into the gap. However, if the radiation is included 

in a jet it is more likely that it will be included in a jet whose centre is outside of 

the gap region and so the gap will not be destroyed. Secondly, it is experimentally 

easier to calibrate the energy of low Pt  jets rather than tha t of individual particles.



Chapter 5

D ata Selection and Event 

Reconstruction

In this chapter the data selection procedure is outlined. To correct the data for 

detector effects a bin-by-bin correction, determined from a sample of simulated 

events from a Monte Carlo generator, was used. For this method to be valid, a 

good agreement between the data distributions and those of the Monte Carlo events 

must be demonstrated from the outset. To this end the Monte carlo events were 

reweighted where necessary. A good description of the data was achieved, which is 

illustrated in this chapter.

5.1 Selection Criteria

The data used in this analysis were collected by the HI experiment during the 

1996 running period. This is currently the largest sample of photoproduction data 

available. Events were selected from these data to produce a sample of good quality 

dijet photoproduction events. This is defined as the inclusive event sample. From 

this sample, subsets of events with low E^ap were selected and these form the gap

70
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event samples.

The data were selected by applying a series of cuts. These cuts restrict events to 

the kinematic region of interest and improve the quality of the data by removing 

background and poorly reconstructed events. At each stage in the description of 

these cuts the plots show the data after all cuts have been applied. The distributions 

are compared to those of the simulated events from the HERWIG and PYTHIA 

event generators. These samples were reweighted as described in section 5.6. The 

normalisation of the PYTHIA sample was scaled by 0.70 so that the number of 

events in the sample is equal to the number of events in the data sample, after 

all cuts have been applied. The HERWIG sample was scaled by 1.2, for the same 

reason.

5.1.1 R un  S election

Data were only selected if they were recorded when all the detector components 

required were fully operational. These detectors were the main calorimeters (LAr 

and SpaCal), the tracking system (CJC1, CJC2, CIP and COP), the luminosity 

system and the time of flight system. Data taking runs were also excluded if the 

subtriggers used in the analysis were inactive or prescaled. The selected data sample 

has an integrated luminosity of 6.63 pb” 1.

5.1 .2  Subtrigger Selection

The HI trigger system is described in section 2.8, Events were selected if they had 

been saved by one of two subtriggers, s50 and s83. These both save photoproduction 

events by requiring an electron to have been detected in the 33 m electron tagger. 

This is not a sufficient condition to reduce the event rate to a level that can be saved 

by the HI readout system, so both subtriggers have additional requirements.
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s83 requires that the 2-position of the vertex is well reconstructed and that at least 

three tracks are detected in the central tracker. s50 requires a deposit of electromag­

netic energy in the SpaCal. In addition, both subtriggers have timing requirements 

that veto the vast majority of background from non-beam-beam collision events.

5.1 .3  E vent V ertex

To further reduce the background from non-beam-beam collision events the recon­

structed 2-position of the vertex was required to be close to the interaction point: 

dz 35 cm of the nominal position of 2 =  — 1 cm. This selection removes the tails 

of the distribution, which can come from satellite bunches; these are not included 

in the detector simulation. The vertex may have been reconstructed using tracks 

from either the central or forward tracker. In addition, at least one good quality 

track must be linked to the vertex position. The distribution of the reconstructed 

2-position of the vertex is shown in figure 5.1. The Monte Carlo event samples have 

been reweighted to give the best description of this distribution.

5 .1 .4  S election  o f P h otop rod u ction  E ven ts

Photoproduction events were selected by having detected the scattered electron in 

the 33m electron tagger. This procedure ensures that the Q2 of the emitted photon 

is less than 0.01 GeV2. The position of the energy deposit, X e, was required to be 

within 6.5 cm of the centre of the tagger so that it was fully contained. The variable 

y  can be calculated from the energy of the tagged electron, Etag, using

Ee Etag , .
V = -------— -  (5-1)

where Ee is the energy of the electron beam.

The acceptance of the tagger is shown as a function of y  in figure 5.2(a). To avoid

the regions of low acceptance a cut of 0.30 < y < 0.65 is made. This corresponds
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Figure 5.1: The distribution of the reconstructed z position of the event vertex of 

the data and of the PYTHIA and HERWIG event samples.

to a 7p centre of mass energy of 165 GeV < W  < 243 GeV. The y distribution, 

measured with the tagger, is shown in figure 5.2(b).

5.1 .5  Selection  o f D ijet E vents

In order to find jets, the longitudinally invariant inclusive kt algorithm with P j 

recombination scheme was used. This associates every particle1 in the event (ex­

cluding the scattered electron) with a jet. The number of jets found agreed well 

between data and Monte Carlo and on average 11 jets were found by the algorithm. 

Events that have at least two jets were selected. The highest jet Pt  was required to 

be greater than 6.0 GeV and the second highest jet Pt  to be greater than 5.0 GeV. 

The jet with the larger rapidity is referred to as the forward jet and the other as 

the backward jet.

1 At the detector level this may be a calorimeter cluster, track or combined object (see sec­
tion 5.5).
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Figure 5.2: (a) The luminosity weighted acceptance of the 33m electron tagger, as 

a function of y, for the 1996 data taking period, (b) The y distribution, measured 

with the 33m electron tagger. The distributions of the HERWIG and PYTHIA 

event samples are also shown.

The jet Pt  cut was chosen to be sufficiently high that jets could be resolved from the 

underlying non-jet hadronic activity. The asymmetric cut would enable the com­

parison of a next to leading order calculation which, for dijet events, contains terms 

which are logarithmic in the difference in jet Pt s . Experimentally, an asymmetric 

cut improves the reconstruction efficiency because usually at the hadron level both 

jets will have a Pt  of around 6 GeV and the cut allows the event to enter the final 

sample even if the Pt  of one jet has been smeared downwards.

Due to the boost in the proton direction the backward jet is always fully contained 

within the LAr calorimeter or the SpaCal. The rapidity of the forward jet was 

required to be rf < 2.65 so that it is fully contained within the LAr calorimeter. 

The distributions of the forward and backward jet transverse energy and rapidity 

are shown in figure 5.3.
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Figure 5.3: The Pt and rj distributions of the forward and backward jets of the data 

and of the PYTHIA and HERWIG event samples.

To select a sample of widely separated dijet events the separation in rapidity of 

the jets was required to be 2.5 < A 77 < 4.0. The upper limit is set by the finite 

acceptance of the detector. The distribution in A 77 is shown in figure 5.4(a) and 

falls rapidly with A 7 7 . The distribution in A0 is shown in figure 5.4(b). The dijets 

are predominantly back-to-back in the transverse plane; a reasonable description is 

achieved by the Monte Carlo event samples.
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Figure 5.4: The (a) Arj and (b) A(f> distributions of the data and of the PYTHIA 

and HERWIG event samples.

5.1 .6  Background R ejection

The timing requirements that form part of the subtrigger conditions remove the ma­

jority of the background that comes from non-beam-beam interactions. In addition, 

the 2-vertex requirements and the demand for two high Pt  jets form a signal that 

is hard for background events to fake.

The total E  — Pz of an event, including the scattered electron, is conserved. If this 

is measured in a perfectly reconstructed final state, it is equal to twice the energy of 

the incoming electron, 55 GeV. By requiring that 40 GeV < E (E  — Pz) < 70 GeV, 

backgrounds from non-beam-beam interactions and poorly reconstructed events are 

further reduced. The measured E (E — Pz) distribution, shown in figure 5.5(a), peaks 

at 56 GeV.

A hit in the electron tagger can result from bremsstrahlung events, ep —> ep7 . 

These can overlap with DIS ep events, thus faking photoproduction events. This 

background can be reduced by vetoing the scattered photon. Hence, the energy
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Figure 5.5: (a) The E(E  — Pz) distribution of the data and of the PYTHIA and 

HERWIG event samples, (b) The distribution of the fraction of electromagnetic 

energy of jets detected in the SpaCal of the data and of the PYTHIA and HERWIG 
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deposited in the photon tagger was required to be less than 2 GeV. The upper limit 

on E(E  — Pz) further removes this background because an additional hit in the 

electron tagger adds twice that energy onto the total E (E  — Pz).

The background from overlap events is reduced to a negligible amount by these cuts. 

However, any one jet DIS event will look like a rapidity gap event if the scattered 

electron is reconstructed as a jet. So, events were also checked for the presence of a 

good quality electron. In the LAr calorimeter the default electron finding algorithm 

(QESCAT) was run. Events were rejected if an electron of energy Ee> was found 

with Ee> > 9 GeV, a good quality linked track, and ye < 0.9, where

2/e =  1 -  ^ - ( 1  -  cose) (5.2)

and 6 is the angle of the scattered electron. 0.1% of the event sample was rejected by 

this cut. In the SpaCal region, DIS events are defined by reconstructing yjB  > 0.9,
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Figure 5.6: The (a) £ | “p and (b) In M£ap distributions of the data and of the 

PYTHIA and HERWIG event samples, excluding colour singlet events.

where
Z „ ,( E  -  P.) 

VJB 2 Ee (5.3)

and the sum is over the entire final state, excluding the tagged electron. No events 

were rejected by this cut.

Finally, the fraction of the energy of jets reconstructed in the SpaCal which was in 

the electromagnetic section was compared to that expected from the event simula­

tion. This comparison is shown in figure 5.5(b). An extremely good agreement is 

found, providing assurance that the jets reconstructed axe not electrons.

5.2 Selection of Gap Events

The quantity E^ap was measured, as defined in chapter 4. This is shown in fig­

ure 5.6(a). The uncorrected data show an excess at low E^ap compared with the 

Monte Carlo event samples excluding additional colour singlet events. The discrep-
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Figure 5.7: An example event from the inclusive sample, with E^ap =  4.5GeV. The 

views shown are a section through the r — z plane, a section through the r — </> plane 

and a “lego” plot of cluster energy in rj — (p.

ancy can also be seen by plotting the invariant mass of the particles between the 

two jets. This is shown in figure 5.6(b). An excess is seen at low Mgap. Events with 

Mgap =  0 GeV are plotted at M^ap =  10-4 GeV, there is also a peak corresponding 

to the mass of one pion in the gap.

An event display from a typical dijet event is shown in figure 5.7. In this event 

E^ap =4.5 GeV and particles are seen distributed between the two jets. An event dis­

play for a gap event is shown in figure 5.8. In contrast, in this event E^ap =0.2 GeV 

and little activity between the jets is seen.
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Figure 5.8: An example event from the gap sample, with E^ap = 0.2 GeV. The views 

shown are a section through the r — z plane, a section through the r — 0 plane and 

a “lego” plot of cluster energy in 77 — 0.

5.3 Hadron Level Selection

A hadron level sample of Monte Carlo events is defined using the same kinematic 

cuts that are applied at the detector level selection. This is the definition of the 

measured cross sections after the data have been corrected for detector effects. The 

cuts are

• Q2 < O.OlGeV2

• 0.30 < y < 0.65

• A/jets > 2

•  1 > 6.0 GeV, Pj.et 2 >5.0 GeV
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• r fet 1>2 < 2.65

• 2.5 < A?? < 4.0

5.4 Event Yield

The number of events per unit luminosity after all cuts (summarised in table 5.1) 

should be independent of time if the event selection is stable. This ensures that 

the HV and trigger selection is correct and time variable backgrounds have been 

removed. The event yield is plotted in bins of 50 nb-1 for the inclusive event 

sample and in bins of 450 nb“ * for a gap event sample in figure 5.9. The slightly 

higher event yield from bin 11 onward in figure 5.9(a), is due to the inclusion of 

the s50 trigger. Otherwise, the event yield is constant, as expected. In the final 

event sample there are 4840 events, 93 of which have E ^ p < 0.5 GeV and 183 have 

E 9Tav < 1.0 GeV.

5.5 Reconstruction of the Hadronic Final State

The hadronic final state is reconstructed using both tracking and calorimetric infor­

mation. A high energy particle will leave a stiff track that poorly reconstructs the 

particle’s PT, but the large calorimeter energy cluster will reconstruct the energy 

well. Conversely, a low energy particle will leave an energy deposit in the calorimeter 

that may be poorly reconstructed, but if it leaves a track this will reconstruct the 

particle’s Pt  well.

The algorithm used first combines calorimeter cells that are close together to form 

clusters. If a central track is below 2 GeV it is extrapolated to the calorimeter. 

The clusters in a cylinder around the track are considered. If their total energy is 

less than the track energy then the clusters are deleted. Otherwise, the clusters are
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(1) Ajets > 1

(2) PT( 1) > 6.0 GeV

(3) PT(2) > 5.0 GeV

(4) rjf < 2.65

(5) 2.5 < A?7 < 4.0

(6) 0.30 < y  < 0.65

(7) \Xe\ < 6.5 cm

(8) —36 cm < zvertex < 34 cm

(9) -Ntrack+vertex 1

(10) E.7 < 2.0 GeV

(11) 40 GeV < 2 {E -  Pz ) < 70 GeV

(12) veto additional electrons

Table 5.1: The inclusive event selection.

deleted, starting with the one closest to the track, until the combined energy of the 

deleted clusters is greater than the track energy. Tracks with energy greater than 

2 GeV are killed to avoid double counting.

Noise in the LAr calorimeter mainly produces low energy isolated clusters. To reduce 

their effect, clusters are removed if they are at an angle of 9C\ < 0.26 ( 9C\ > 0.26) 

and they axe below 400 MeV (800 MeV) and within a radius of 40 cm (20 cm) from 

the cluster there is less than 400 MeV (800 MeV) deposited.

5.5.1 J et C alibration

Ideally, the reconstructed value of the Pt of a jet would be equal to the true value 

of the je t’s Pt -, as defined at the hadron level. However, energy is lost from the 

reconstruction as the particles pass through the detector. The LAr calorimeter
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Figure 5.9: The event yield for (a) the inclusive event sample and (b) those events 

with E 9Tap <0.5 GeV.

has been carefully calibrated to improve the energy measurement, but even after 

this some difference between the hadron level and detector level values remains. 

Figure 5.10(a) shows the ratio of the reconstructed to hadron level Pt of the jets 

as a function of ziTnpact. Zimpact corresponds to the position in 2 where the jet axis 

enters the calorimeter. Choosing this variable reduces the smearing effect of the 

vertex position obtained if the jet 9 is used.

A Pt independent calibration, previously used for high Pt  jets [102], was found to 

improve the Pt reconstruction; this improvement is shown in figure 5.10(b). After 

the calibration the difference between the hadron and detector level values is within
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Figure 5.10: The ratio of P^et at the detector level to that at the hadron level, 

from PYTHIA, as a function of the Zimpa  ̂ of the jet (a) without and (b) with the 

calibration. The horizontal lines show the uncertainty quoted on the energy scale 

(±4%).

the uncertainty quoted on the LAr calorimeter hadronic energy scale (4%).

The resolution of a variable is found by plotting the ratio of the reconstructed and 

generated values of the variable for all events which pass the hadron level cuts and 

taking the spread. This distribution is plotted, after calibration, for the Pt  and 

r) of the forward and backward jets in figure 5.11. The rj resolution is unchanged 

by the calibration. The significant improvement in the mean value of the jet Pt  is 

illustrated in table 5.2; the effect on the resolution is small.
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Figure 5.11: The resolution of P^et̂ 'b and r?etf'b measured in PYTHIA.

5.5 .2  M easurem ent o f T,(E — Pz)

The value of y can be calculated as in equation 5.1, or alternatively from the hadronic 

final state:
=  Y .h } s (E  -  P z)  4 )

y 2 Ee W 1
where the sum is over everything except the electron taggers. The ratio of y mea­

sured using these two methods is plotted in figure 5.12, for both the data and Monte 

Carlo event samples. While the ratio deviates slightly from unity, a good agreement
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i fet range Before

Mean

Calibration

Sigma

After ( 

Mean

Calibration

Sigma

7?b < - 1.2 0.91 0.22 1.00 0.25

-1 .2  < r)h < 2.35 0.96 0.24 0.99 0.25

-1 .2  <  rf < 2.35 0.93 0.21 1.00 0.23

rf > 2.35 0.90 0.20 0.97 0.21

Table 5,2: The PT resolution before and after calibration for the backward and 

forward jet in different rapidity regions.

is seen between Monte Carlo and data. The YlhfsiP ~  Pz) was measured from the 

sum of the E  — Pz of all jets. The calibration described in the previous section 

was applied to every jet for consistency. This made no observable difference to this 

distribution.

5.5 .3  M easurem ent o f x3nets and x 3̂ taXT 7

Two variables x3p ts and xPts are defined as the fractional longitudinal momentum 

of the proton and photon which participate in the production of the two highest Pt 

jets :
jets _  +  P z)  ^  r \

-----------2Ep (5'5;

 ET- (5-6)
ĵets _ ^Lijetl,2(.E Pz)

Y.hf3{E -  P*)

where Ep is the energy of the incoming proton and the sum in the denominator of 

x37ets is over the entire final state, excluding the scattered electron. The hadronic 

final state rather than the scattered electron energy is used to calculate x3*ts because 

uncertainties in the energy measurements will partially cancel. At leading order, x3pets 

and x3*ts are approximately equal to x (section 3.1) and x1 (section 3.4) but they 

are also well defined at all orders. The distributions of x3pet3 and x3*ts are shown
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Figure 5.12: The ratio of y calculated using the hadronic final state to y calculated 

using the tagged electron, measured in the data and in the PYTHIA event sample.

in figure 5.13. The differential distributions are also well described; for example, 

figure 5.14 shows xJpeta measured in bins of Ay.

5.6 Tuning of the Monte Carlo Simulation of the 

Data.

Both PYTHIA and HERWIG generate resolved and direct interactions separately. 

The event samples were generated using the GRV-LO PDFs for the photon [103] and 

the proton [104]. 11.8 pb-1 (7.3 pb-1) of resolved events and 16.4pb-1 (8.0 pb-1) 

of direct events were generated using PYTHIA 5.7 (HERWIG 6.1) and these were 

mixed according to their cross sections. After the hadron level cuts, described in 

section 5.3, the generated ratio of resolved to direct events was 1:0.27 in HERWIG 

and 1:0.11 in PYTHIA. The matrix elements are divergent and are regularised by 

a cut on the minimum Pt generated, P p tn. This was set to P p m =  2.2 GeV in
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Figure 5.13: The (a) xJpeta and (b) xj*ts distributions of the data and of the PYTHIA 

and HERWIG event samples.

PYTHIA and P f in =  1.8 GeV in HERWIG.

5.6.1 M u ltip le  In teractions

As discussed in section 3.6, it is necessary to include multiple interactions in the 

Monte Carlo models in order to describe the energy flow seen in the data. The rate 

of multiple interactions in both models can be tuned using the Pp* parameter. In 

HERWIG this must currently be set equal to P p m.

The value of P p 1 was tuned for both the HERWIG and PYTHIA generators to give 

the best possible description of the data used in this analysis. A number of variables 

are sensitive to the rate of multiple interactions, including xj*ts and the rapidity of 

the jets. However, the main distributions used were the jet profiles. These measure 

the energy flow in and around the jets. The energy flow depends both on the energy 

deposited per multiple interaction and the rate of multiple interactions.
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Figure 5.14: The x3pets distribution, measured in bins of Ar], of the data sample 

compared to the PYTHIA and HERWIG event samples.

The jet profiles of the forward jet generated by HERWIG with no multiple inter­

actions and with P™ set to 1.8 GeV are shown in figure 5.15. The jet r\ profile 

plots Sr] = r]duster — r fet weighted by the transverse energy of the cluster for all 

clusters that are within one radian in 0 of the jet axis. A similar process is followed 

for the profile. The distributions axe clearly sensitive to the inclusion of multiple 

interactions.

The jet profiles for both the forward and backward jets are compared to those 

from the HERWIG and PYTHIA simulations in figure 5.16. A good description
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Figure 5.15: The forward jet profiles generated by HERWIG with no multiple inter­

actions and with P™ set to 1.8 GeV.

of the jet pedestal is seen using these tunings of P™ =  1.5 GeV in PYTHIA and 

P p % =  1.8 GeV in HERWIG. The best description of the jet 77 distribution, shown 

in figure 5.3, is also obtained.

5.6.2 T h e y D istr ib u tion

Figure 5.2 compared the y distribution to that of the HERWIG and PYTHIA event 

samples after they had been reweighted in y to improve their distributions. The 

unreweighted distributions of the Monte Carlo event samples disagree slightly with 

the data as shown in figure 5.17(a). The reweighting is used for the data correction 

only and not for the model comparisons. On average the correction is 2% per bin 

and the largest reweight is 5% in the lowest y bin.
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Figure 5.16: The forward and backward jet profiles compared to those of the HER­

WIG and PYTHIA event samples.

5.6 .3  T h e xiets D istr ib u tion

The xifts distribution of the data is poorly described by both the HERWIG and 

PYTHIA event samples, as shown in figure 5.17(b). This is not surprising because 

dijet cross sections have not been measured differentially in x ifts in this kinematic 

region before. The disagreement is discussed in more detail in chapter 7. The x?*ts
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Figure 5.17: The y and x ^ ta distributions compared to the unreweighted distribu­

tions of the HERWIG and PYTHIA event samples.

distributions of both the HERWIG and PYTHIA event samples were reweighted for 

the data correction process. This weighting was applied in figure 5.13.

5.6 .4  A d d ition  o f C olour S inglet E vents

In order for the HERWIG and PYTHIA event samples to describe the E ^ p distribu­

tion, shown in figure 5.6, additional events with colour singlet exchange are required. 

HERWIG includes the BFKL LLA colour singlet exchange cross section. 174 pb-1 

of this was generated, with a s = 0.18, and added to the standard HERWIG events 

with the cross section scaled by a factor of 0.8. The cross section normalisation was 

chosen so that the Monte Carlo described the number of events in the data with 

E gTap < 0.5 GeV.

No such process is available in the PYTHIA generator and high-t photon exchange 

was used instead. 65000 pb-1 was generated and added to the standard PYTHIA 

events with the cross section scaled by a factor of 1200, chosen to describe the data



CHAPTER 5. DATA SELECTION AND EVENT RECONSTRUCTION 93

at E ^ p < 0 . 5  GeV. This is an electromagnetic process and so the cross section is 

much too small. However, this is perfectly acceptable for data correction purposes 

because for this it is only important that the data distributions are fully described.



Chapter 6

Cross Section M easurements

In this chapter a description is given of the analysis procedure used to measure the 

dijet cross sections differentially in A77, x3pets, x ^ ts and E ^ p. The differential cross 

section in bin i, cr*, was calculated from:

N ■
(6.1)

Ai€ibiC

where JV* is the number of data events in the bin, Aj is the detector acceptance in 

the bin, e* is the trigger efficiency in the bin, is the width of the bin and C is 

the integrated luminosity of the data sample. The cross section for the rapidity gap 

event samples and the gap fractions are also measured.

The good agreement between the data and Monte Carlo event samples shown in 

chapter 5 enables the data to be corrected on a bin-by-bin basis for detector ac­

ceptance, as shown in equation 6.1, using the Monte Carlo events to calculate Ai 

and 6*. However, a further requirement is that the bin widths must be chosen such 

that migrations between the bins are sufficiently small. The bin widths were chosen 

according to the criteria discussed in section 6.1. The detector acceptance and trig­

ger efficiency for each bin were then determined. Finally, the uncertainties on the 

measurements were studied.

94
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6.1 Resolution and Migrations

The resolution of the observables, the bin purities and the stability of migrations be­

tween the bins were studied. The choice of binning for the measurements must allow 

sufficient statistics in each bin, the migrations between the bins to be sufficiently 

small and the resolution of the variables to be better than the bin size.

6.1.1 R eso lu tion  in each B in

The resolution of Ar), x3pets, x3*ts and E^ap is shown in figure 6.1, by plotting the ratio 

of the reconstructed and generated values of the variable. The mean value of the 

ratio is plotted for each bin used in this analysis in figure 6.2. The mean values are 

all within 3% of 1.0. The resolution of the variable is shown as the vertical length 

of the error bar and is also shown below the point. The resolution of the variable is 

better than the bin width for each bin. The resolution in x ift3 improves greatly at 

high values of x3*ts because, by definition, all the hadronic activity is included in the 

two jets, improving the reconstruction of the Pt  and rj of the jets. The resolution 

in x3pets improves with x3p ts because events with higher x3pets tend to have higher Pt 

jets whose Pt  and rj can be better reconstructed.

6.1 .2  P u r ities

To measure the effect of migrations into a bin the purity, P, is used. This is estimated 

in the Monte Carlo sample as the fraction of events reconstructed in a bin that were 

also generated in that bin:

where Ns is the number of events that stay in the bin (are both generated and 

reconstructed there) and Nr is the number of events that were reconstructed in the 

bin.
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Figure 6.1: The resolution in A77, xJpets, xJyeta and E^ap.

The impurities axe dominated by migrations from events with jets below the Pt cut. 

The purity of the inclusive sample is 33%, but if Pt migrations are excluded the 

purity rises to 55%. In general, the purity in each bin was required to be greater 

than 20%.

The purities for each measured distribution are shown in figure 6.3. The purities 

in the gap event sample are higher than in the inclusive sample. The rapidity
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The first Ej?p point shows E^apec — E ^ ad.

gap means that there were no multiple interactions and so fewer jet Pt migrations 

occur; the jets are also better reconstructed, enabling the jet variables to be better 

measured. The purity rises as a function of xJyeta for similar reasons. The purity rises 

as a function of xJpeta because events at higher xJpeta have higher Pt jets. The purity 

falls as a function of A77 because high A 77 forces the jets into those areas of the HI 

detector in which jets can be less well measured, in particular into the SpaCal.
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minimum purity of 20%.
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6 .1 .3  S tab ility

To describe how stable the distribution is with respect to migrations between the 

bins the stability, 5, is defined:

where Ng> is the number of events generated in the bin that were reconstructed 

somewhere in the final event sample. The stability for each measured distribution 

is shown in figure 6.4. The stability is better than 60% except at low Ej?p where 

the stability is better than 40%.

6.2 Correction for Trigger Efficiency

The triggers used in this analysis are not 100% efficient and reject some good ep 

events. The data can be corrected for this on a bin-by-bin basis as shown in equa­

tion 6.1. The trigger efficiency was measured using the data sample. The efficiency 

predicted by the simulation of the triggers was then compared to that measured. A 

good agreement was found and so the efficiencies measured with the Monte Carlo 

event sample were used to correct the data, since they have much higher statistics. 

The efficiency of the electron tagger element is excluded from this correction because 

it is already included in the tagger acceptance correction.

6.2.1 M easurem ent from  th e  D a ta  Sam ple

The efficiency of a given trigger s, es, can be measured with the data sample using 

another independent trigger as a monitor trigger:

(6.4)

where Nm is the number of events in the data sample that have been saved by the 

monitor trigger and Nm&s is the number of events that have been saved by both the
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monitor trigger and trigger s. In order for this method to be valid the monitor trigger 

must have no conditions in common with trigger s and must save events in the same 

kinematic region. While s50 and s83 have no trigger elements in common (except 

for the electron tagger) they cover slightly different kinematic regions. Events which 

have fired s50 must have deposited at least 2 GeV of electromagnetic energy in the 

SpaCal. This results from jets which are more backward and hence less likely to 

have fired s83, which requires central tracks. If s50 were used as a monitor trigger 

for s83 this would underestimate the trigger efficiency by around 10%.

Fortunately, a further trigger, s82, can be used to monitor the efficiency of s83. 

The requirement of s82 is LAr_BR+DCRPh_TNeg-f-etag_all+zVtx_TO compared to 

that of s83, zVtx_sig+DCRPh_Tc+eTAG+CIP_bwd_veto. s50 is defined as SP- 

CLe_IET> l+eTAG+L2(SPCL„R20) , where the trigger elements are defined as

• LAR.BR: A tower above threshold, validated by a MWPC track.

•  DCRPH-Tc(TNeg):At least 3 tracks (1 negative track) in the central tracker. 

The threshold momentum is around 200 MeV.

• zVtx_sig(T0): A significant peak (at least one entry) in the zVtx histogram.

• CIP-bwd_veto: <  3 sectors hit in backward 1 /4  of CIP.

• eTAG: At least 4 GeV in the 33 m electron tagger

• etag_all: A hit in the 33 m or 44 m electron tagger.

•  SPCL_IET>1: At least 2 GeV in the SpaCal electromagnetic calorimeter.

•  L2(SPCL_R20): L2 condition that removes the inner area (R  < 20 cm) of the 

SpaCal.

To use s82 as a monitor trigger for s83, as in equation 6.4, the trigger elements that 

are in common must first be considered. The event selection demands an electron
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in the 33m tagger and so etag_all will be fired by this tagger for all data events and 

hence the efficiency of the eTAG and etag_all elements will cancel. The efficiency 

of the zVtx_T0 element can be measured using s50 and is found to be 100%. This 

is in agreement with the Monte Carlo prediction. Any correlation between zVtx_T0 

and s50 would lower the measured efficiency, but it is seen to be 100%. So this 

element can also be ignored when using s82 as a monitor efficiency. DCRPh„TNeg 

is a much weaker requirement of the DCRPh trigger than DCRPh_Tc. Almost all 

events that have fired DCRPh_Tc have also fired DCRPh„TNeg and so, to a very 

good approximation, the efficiency of DCRPh_TNeg+DCRPh_Tc is equal to that of 

DCRPh_Tc. Hence, the efficiency of s83 can be calculated in each bin from

-̂ 83&82 cneg3 =  —   tD C R P h JT N  eg f D. Oj
JV82

The efficiency of the DCRPh.TNeg element, encRPh-TNeg> measured in the Monte 

Carlo sample is found to be around 95%. In addition, the efficiency of this element 

can be measured with the data sample using s50. A good agreement with the Monte 

Carlo is found, as shown in figure 6.5(a). This agreement suggests there is no correla­

tion between DCRPh_TNeg and s50, which is not surprising since the DCRPh.TNeg 

requirement is sufficiently weak that even events with a very backward jet will pass.

To measure the efficiency of s50, 650, s83 can be used as a monitor trigger and then 

this result corrected for the correlation between the triggers since

e50 = e6o(83)^ S o )  { 6 ' 6 )

where e^j)  is the efficiency of trigger i measured using equation 6.4 with trigger j  

as the monitor trigger.

In order to give a higher efficiency across the detector both triggers can be used and, 

to a good approximation, the combined efficiency, e, is given by

e =  C83 +  650 — 8̂3̂ 50 (6-?)
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Figure 6.5: The efficiency of (a) the DCRPh_TNeg trigger element and (b) the 

CIP_bwd_veto as a function of P /  and r]b respectively measured using s50 with the 

data sample compared to that measured using the PYTHIA event sample.

There are sufficient statistics in the data sample to measure the trigger efficiency 

on a bin by bin basis for the inclusive distributions and in one bin for the gap event 

sample. However, bin by bin measurements for the gap measurements have large 

statistical errors or too few events to make any measurement.

6.2 .2  M easurem ent from  th e  M onte C arlo Sam ple

Unlike the data sample, in the Monte Carlo event sample the total number of events 

before the trigger requirement, N, is known. Hence, the efficiency of a trigger s can 

be calculated directly from

where Ns is the number of events in the sample that also pass subtrigger s. 

Similarly, the efficiency of each trigger element can be measured and compared
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to that measured in the data. For s83 an extremely good agreement is found for 

the zVtx_sig and DCRPh.Tc trigger elements. The CIP_bwd_veto agreed well in 

the shape of all distributions but was consistently too high by 2%. This factor 

was included in the simulation and a good agreement was then seen, as shown in 

figure 6.5(b). So the efficiency of s83, measured in the data, can be well described 

by the Monte Carlo event samples. Example distributions showing this agreement 

in .Pjn> the number of vertex linked tracks and E^ap are shown in figure 6 .6.

S50 is well described by the Monte Carlo simulation where there is significant energy 

in the SpaCal but there is some disagreement at lower energies, which are in the 

tail of the distribution close to the threshold energy of the trigger. The energy 

dependence of the trigger element is measured in the data and included in the 

simulation. The efficiency of the level 2 condition of s50 is not simulated in the 

Monte Carlo. This was measured in the data and found to be a constant, 95%. After 

including these factors in the simulation a good agreement between the efficiency 

measured using the data and Monte Carlo event samples was obtained. This is 

shown for the variables Pj>y ? /, EM energy in the SpaCal and £f-ap, in figure 6.7.

6.2 .3  C orrection  Factors

The trigger efficiencies which are used to correct the data are shown in figures 6.8 

and 6.9. The measurements using the data are shown and agree, where there is 

sufficient data, with those values used in the analysis.
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6.3 Correction for Detector Effects

6.3.1 C orrection  for E lectron  Tagger A ccep tan ce

The acceptance of the electron tagger, shown in figure 5.2, is not 100% and the data 

must be corrected for this. Unlike other detector inefficiencies, this cannot be well 

modelled by the HI simulation, because it is dependent on the HERA beam optics,
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which vary for each run. The acceptance has been measured and parameterised for 

each run and a luminosity weighted acceptance, as a function of y, calculated for 

the period during which the data used were taken. This weighting was applied to 

the Monte Carlo events which had been simulated for detector effects.

6.3 .2  M easurem ent o f th e  D etecto r  A ccep ta n ce

The detector acceptance, A, for a given bin can be calculated from the number of 

Monte Carlo events generated in the bin, Ng, and the number of events reconstructed 

in the bin, Nr:

A = w a ^
The statistical error on the acceptance, aa , is included in the final error analysis 

and is calculated from

( 6 ' , o )

where the sum over s is the sum over all events that are both generated and re­

constructed in the bin, W  is the weight of an event at the generator level, T  is the 

additional weighting at the detector level and

vr = Y , T? - w ? (6-n )
r

Vg = Y , Wg (6 .12)
9

where the sum over r  (g) is the sum over the events reconstructed (generated) in 

the bin.

Figure 6.10 and figure 6.11 show the acceptance as a function of Ay, x3peta, x37ets 

and E^ap for the inclusive event sample and for gap events with E ^ p < 0.5 GeV 

respectively. The predictions from both HERWIG and PYTHIA are shown and 

these are in good agreement, typically within 5%. The acceptance is above 40% 

for all bins. The acceptance is much higher for non-gap events than for gap events
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because of the larger number of Pt  migrations into the bin, discussed in section 6 .1.2. 

The data is corrected using the acceptance determined from PYTHIA since PYTHIA 

describes the data better than HERWIG.

6.4 Error Analysis

The errors are estimated on a bin by bin basis. The error on each data point com­

prises of three parts: statistical error, uncorrelated systematic error and correlated 

systematic error. The statistical errors are assumed to follow a Poisson distribution. 

The uncorrelated and correlated systematic errors have been separated because the 

shape of the distribution can only be varied within the limits of the combined statis­

tical and uncorrelated systematic errors, while the normalisation is free within the 

total error. A number of systematic errors are considered and are discussed below. 

The fractional error from each source is shown for each data bin in figure 6.12 for the 

inclusive cross section measurements, in figure 6.13 for the gap cross section mea­

surements and in figure 6.14 for the ratio of these, the gap fraction measurements.

6.4 .1  M on te Carlo S ta tistics

The determination of the detector acceptance and the trigger efficiency has a statis­

tical error associated with it. This was calculated using equation 6.10 but replacing 

the number of reconstructed events with the number of those that additionally pass 

the trigger requirement.
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sample measured using PYTHIA and HERWIG.



CHAPTER 6. CROSS SECTION MEASUREMENTS 1 1 2

8c
£
8O

8

fo>
8

8
CO
Q-
8O

1.2
Gap

1
0.8
0.6
0.4

•  PYTHIA 
▼ HERWIG

0.2
O

2.6 2.8 3 3.2 3.6 3.8 4
Ar|

1.2
Gap

1
0.8
0.6
0.4

•  PYTHIA 
▼ HERWIG

0.2
O
0.02 0.03 0.04 0.05 0.06 0.090.07 0.08 0.1

1.2
Gap

1
0.8

0.6

0.4

•  PYTHIA 
▼ HERWIG

0.2

O
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 6.11: The acceptance in bins of A77, xJpeta and x ifts for events with Ej?p < 0.5 

GeV measured using PYTHIA and HERWIG.

6.4 .2  D eterm in ation  o f th e  A ccep tan ce

The Monte Carlo models do not provide a perfect description of the distributions 

seen in the data and hence only provide estimates of the acceptance correction. Two 

different models, HERWIG and PYTHIA, were used to estimate the acceptance. The 

whole difference between the acceptance measured using the two Monte Carlos was 

used as the systematic error and this is typically 5%.
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Both HERWIG and PYTHIA have been reweighted to improve the y and xJyets distri­

butions. The effect of this reweighting on the acceptance correction was considered. 

The error was taken as the difference between the acceptance determined with and 

without reweighting the distributions and on average is 3%,

The effect on the acceptance correction of including a colour singlet model in the 

Monte Carlo sample was also considered. For the inclusive distributions the change 

to the acceptance correction was extremely small. For the gap distributions the 

two measurements were in agreement, but the statistics excluding the colour singlet 

model were extremely low.

6.4 .3  Trigger Efficiency C orrection

To take into account the possible uncertainties in the shape and normalisation of 

the trigger efficiency an uncorrelated error of 5% and a correlated error of 5% were 

ascribed to the correction for trigger efficiency.

6 .4 .4  E nergy Scale U ncerta in ties

The energy scales of the detectors are known within a certain precision. For the 

detectors used in this measurement these uncertainties are:

• Hadronic energy scale of the LAr calorimeter: ±4% [8]

•  Hadronic energy scale of the SpaCal: ±7% [28]

•  Momentum scale of tracks: ±3% [28]

The errors resulting from these uncertainties were estimated using the Monte Carlo 

event sample, because of the higher statistics. For each energy scale the analysis was 

rerun twice, with the energy scale scaled up and then down by the known uncertainty.
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The error was taken to be half the difference between these two measurements. The 

dominant error on the measured cross sections is from the uncertainty on the LAr 

calorimeter energy scale (~  15%). The effect is lower for gap events and partially 

cancels on the gap fraction measurements. The uncertainties from the SpaCal and 

track energy scales are much smaller, typically 1.5% and 3.5% respectively. These 

errors are correlated between the data points.

6.4 .5  L um inosity  M easurem ent

The uncertainty on the measurement of the luminosity is 2% [21]. This effects each 

measurement the same and so is a correlated error; the error cancels exactly on the 

gap fraction measurements.

6.4 .6  E lectron  Tagger A ccep tan ce

The uncertainty on the measurement of the electron tagger acceptance is 5%. This 

is also a correlated error, cancelling exactly on the gap fraction measurements.
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Chapter 7

Experimental Results

The cross sections and gap fraction measurements resulting from the analysis are 

discussed in this chapter. The kinematic range of these measurements is stated in 

section 5.3. Rapidity gaps are defined using four values of Efp*. This may give 

the opportunity for comparison to theoretical calculations for which E^ap must be 

sufficiently large, as well as with calculations as a function of E™1. Tables of all 

data are given in appendix B. The measurements are compared to the predictions 

of the HERWIG and PYTHIA Monte Carlos. These give the results expected from 

standard 7p processes. Differences between the two models mainly result from the 

different hadronisation schemes used, cluster fragmentation in HERWIG and string 

fragmentation in PYTHIA.

The HERWIG and PYTHIA predictions are both made by generating the resolved 

and direct processes separately and then adding these together according to their 

generated cross sections. To generate the predictions with the addition of colour 

singlet exchange, BFKL exchange is added to the HERWIG sample and photon ex­

change, scaled by 1200, is added to the PYTHIA sample. The overall normalisation 

of the PYTHIA sample was scaled by a factor of 0.7 in order to fit the measured 

inclusive dijet photoproduction cross sections. Similarly, the HERWIG sample was

118
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scaled by a factor of 1.2 .

While the photon exchange model is not a viable candidate process, the cross section 

being three orders of magnitude too small, it serves as a contrast to the HERWIG 

BFKL model. This enables the sensitivity of the data to the underlying dynamics 

to be tested. An exchanged photon couples to quarks, whilst in the BFKL model 

the exchange couples predominantly to gluons.

7.1 The E 9Tav Cross Section

The ep cross section, differential in fully corrected for detector effects, is shown 

in figure 7.1, This is compared to the predictions from the standard HERWIG and 

PYTHIA models. There is a marked excess in the data for Efpp <0 .5  GeV over both 

HERWIG and PYTHIA. The shape of the predicted distribution differs markedly 

between the two models. In particular, HERWIG predicts a larger cross section for 

E^ap < 0.5 GeV. However, neither generator can describe the shape of the E^ap 

distribution well.

In figure 7.2 the data is compared to models with colour singlet exchange: HERWIG 

+  BFKL and PYTHIA +  7  exchange. In each case, the addition of the colour singlet 

events is able to describe the low E^ap cross section while, as expected, leaving the 

rest of the distribution unchanged. Although the need for the inclusion of colour 

singlet events is clearly seen, there is little sensitivity to the underlying dynamics of 

the exchange. This motivates differential measurements of events with low E^ap,

7.2 The Arj Cross Section

The ep cross section, differential in A77, for the inclusive dijet sample is shown in 

figure 7.3. The predictions from PYTHIA and HERWIG are also shown. PYTHIA



CHAPTER 7. EXPERIMENTAL RESULTS 1 2 0

gives a very good description of the data, while that of HERWIG falls more steeply 

with Arj than the data. Typically, dijet cross section measurements are made at 

very small values of Ap  so this measurement provides complementary information 

to existing dijet measurements.

Figure 7.4 shows the cross section with the additional requirement that E^ap <

1.0 GeV, compared to the predictions from PYTHIA and HERWIG. For Ar) > ^ 3  

there is an excess over both models.

7.3 The x ^ 8 Cross Section

The ep cross section, differential in x3pets, for the inclusive dijet sample is shown 

in figure 7.5. The predictions from HERWIG and PYTHIA are also shown. A 

good description of the data is given by both HERWIG and PYTHIA. Only a small 

range of x3pets is kinematically available. The requirement tha t A tj > 2.5, i.e. that 

the parton-parton centre of mass energy must be large, sets the minimum available
rpj&tSp

Figure 7.6 shows the cross section with the additional requirement that E ^ p <

1.0 GeV, compared to the predictions from PYTHIA and HERWIG. While the 

cross section prediction from HERWIG is greater than that from PYTHIA, the data 

lie above both predictions, again showing the need for an additional colour singlet 

exchange.

7.4 The xifts Cross Section

The ep cross section, differential in x^ets, for the inclusive dijet sample is shown in 

figure 7.7, The predictions from HERWIG and PYTHIA are also shown. Neither 

model is able to describe the shape of the distribution. This is the first time that
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the x3*ts distribution has been measured for events at large Arj and this information 

can now be used to improve future Monte Carlo modelling of the data.

Figure 7.8 shows the cross section with the additional requirement that E^ap <

1.0 GeV, compared to the predictions from PYTHIA and HERWIG. Again, the data 

tend to lie systematically above the predictions from both HERWIG and PYTHIA, 

although HERWIG lies much nearer to the data.

7.5 T he A r )  Gap Fraction

Figure 7,9 shows the gap fraction, as defined in equation 4.23, measured as a function 

of Arj compared to the predictions from HERWIG and PYTHIA. The gap fraction 

in the absence of colour singlet events is naively expected to fall exponentially with 

increasing Arj. This is indeed seen in the PYTHIA prediction. HERWIG has a 

tendency to produce gaps at a higher rate at large Arj. However, an excess is seen 

at large A rj over both models. The data are clearly flat, or possibly rising at the 

largest Arj. This behaviour is typical of a diffractive exchange.

The gap fraction defined by E^ap <1 .0  GeV is shown in comparison to the colour 

singlet models in figure 7.10. A good description of the data is obtained, but no 

model is particularly favoured.

7.6 T he x Jpets Gap Fraction

Figure 7.11 shows the gap fraction measured as a function of x3pets and the predictions 

from HERWIG and PYTHIA. There is an excess over the PYTHIA prediction in 

all bins and this persists up to the largest E^K  The excess over HERWIG is less 

pronounced. At low x3p ts  ̂ there is a correlation between x3pets and x ifts because in 

order to have a large Arj and a small x3peta then x^ets must be large. This leads to
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the tendency seen in both the data and the Monte Carlo of a rise at low x3pets.

The gap fraction defined by E^ap <1 .0  GeV is shown in comparison to the colour 

singlet models in figure 7.12. Differences between the BFKL exchange and the 

photon exchange models may be due to the underlying dynamics of the models; the 

BFKL pomeron couples preferentially to gluons whilst the photon couples only to 

quarks. At high x3p ts, the fraction of quark initiated collisions is higher and this 

would lead to an increased gap fraction in the photon exchange model. However, 

the statistics are too low to enable the data to differentiate between the models in 

this way.

7.7 The x l f s Gap Fraction

Figure 7.13 shows the gap fraction measured as a function of xtfts and the predic­

tions from HERWIG and PYTHIA. There is an excess in the data for E^ap < 0.5 

GeV and x3̂ets < 0.75 over both Monte Carlo predictions, although the gap frac­

tion in HERWIG is higher than that predicted by PYTHIA. The gap fraction rises 

sharply at high x3̂ ts. This is seen in both HERWIG and PYTHIA and is due to the 

fact that, in leading order QCD, direct photoproduction events have quark propaga­

tors, while resolved events are dominated by gluon propagators. Quark propagators 

have a much lower probability to radiate into the gap between the jets than gluon 

propagators, leading to a higher gap fraction.

The gap fraction defined by E^ap < 1 .0  GeV is shown in comparison to the colour 

singlet models in figure 7.14. A better description of the gap fraction for x3*ts < 0.75 

is achieved for both models, but at the expense of too high a gap fraction at large
xjetS'
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7.8 Discussion

There is a clear excess of events in the data with low E ^ p over that predicted by 

the PYTHIA and HERWIG Monte Carlo event generators. The addition of a hard 

colour singlet exchange component to the predictions has been investigated. This 

solution gives an improved description of the data. Unfortunately, different models 

of the underlying dynamics of the exchange cannot be distinguished.

The fact that the BFKL pomeron, with the choice of a s =  0.18, describes the mag­

nitude of the cross section for gap events is very interesting. A similar value was also 

found to fit the Tevatron data on gaps between jets. However, there are a number 

of uncertainties. In order to know how much of the measured gap cross section to 

assign to colour singlet exchange, the cross section for gap events in standard pho­

toproduction processes must be known. The large uncertainty here is evident from 

the differences between the predictions of PYTHIA and HERWIG. The addition of 

multiple interactions to the BFKL Monte Carlo events was not considered; the gap 

survival probabilty for these events will also affect the normalisation of the BFKL 

cross section needed. Finally, there are also uncertainties on the BFKL predictions 

shown here; the correct way to treat the running coupling is unknown, as are the 

higher order corrections at non-zero t.

The new definition of a rapidity gap used here may enable the data to be compared 

to pQCD predictions, such as the work of Oderda and Sterman. This may help to 

improve our understanding of colour singlet exchange and multiple interactions.
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Figure 7.1: The dijet cross section differential in E^ap, the summed transverse energy 

between the two highest Pt jets, in the kinematic range defined in section 5.3. The 

inner error bars represent the statistical error and the outer error bars represent the 

statistical and non-correlated systematic errors added in quadrature. The solid band 

below the plot shows the correlated systematic errors on the same vertical scale as 

the plot. The solid line shows the prediction of PYTHIA and the dashed line that 

of HERWIG.
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Figure 7.2: The dijet cross section differential in E^ap. The solid line shows the

prediction of PYTHIA with high-111 7  exchange added and the dashed line shows

the prediction of HERWIG with BFKL colour singlet exchange included.
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Figure 7.3: The dijet cross section differential in Arj. The solid line shows the

prediction of PYTHIA and the dashed line that of HERWIG.
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line that of HERWIG.
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Figure 7.5: The dijet cross section differential in xJpets. The solid line shows the

prediction of PYTHIA and the dashed line that of HERWIG.
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Figure 7.6: The dijet cross section differential in xJpets, with the additional require­

ment that E^ap <1 .0  GeV. The solid line shows the prediction of PYTHIA and the

dashed line that of HERWIG.
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the prediction of PYTHIA and the dashed line that of HERWIG.

H1 data
-1

-2

E^ap < 0.5 GeV
-I L .,.1  1 I-----1-----1___I___I___I___ I___ I___ I___L _

-  PYTHIA 
■■ HERWIG

EToap < 1.0 GeV
1 1 i  L — 1  , i  1  1 I  1 1 1 1__

-1 —I- ♦

z±i

Eygap < 1.5 GeV
- i—1 1 1— ! ■ ■ ■ ■ * ■ ■ ■  i _

E^ap < 2.0 GeV
- i— 1— 1— i . . 1 1 1 1 1 1 1 1 1 1

3.5 3.5

Ari



CHAPTER  7. EXPERIMENTAL RESULTS 133

< H1 data —  PYTHIA+ yx1200

0.2 HERWIG + BFKL

0.1
0.09
0.08

0.07

0.06

0.05

 . t ..........

0.04

0.03
2.6 2.8

E-jSap < 1.0 GeV

3.2 3.4 3.6 3.8

Ar|

Figure 7.10: The gap fraction differential in Aij for E^ap < 1 .0  GeV and compared 

to different models of colour singlet exchange. The solid line shows the prediction 

of PYTHIA + high-|t| 7  exchange and the dashed line shows the prediction of the 

HERWIG +  BFKL model.
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Chapter 8

Summary

Diffractive processes in which the rapidity gap is produced at short distances can be 

studied by analysing events with rapidity gaps between jets. The hard scale involved 

in the process may enable pQCD calculations to be made. A significantly improved 

method of defining these events was used, for the first time, in the analysis presented 

in this thesis. This method reduces the background from non-colour singlet events, 

is relatively insensitive to activity at the edge of the gap, is infra-red safe and may 

enable perturbative calculations to be made of all the energy flow between the jets.

Photoproduction events were studied using the longitudinally invariant kt algorithm 

to define jets. The dijet cross section was measured differentially in A?7, x3pets, xifts 

and E^ap in the kinematic range P^etl > 6 GeV, P^et2 > 5 GeV, i f ets1,2 < 2.65,

2.5 < A t} < 4.0, 0.3 < y < 0.65 and Q2 < 0.01 GeV2. This is the first time the dijet 

cross section has been measured differentially in x3pets and x3̂ ts in this kinematic 

region (large Arj) at HERA. The measurements were compared to the predictions of 

the PYTHIA and HERWIG event generators. A good agreement was found for the 

measurements differential in A77 and x3p ts, however the xi^ts distribution is poorly 

described by both generators.

An excess of events with small E^ap is observed over that predicted by the standard
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photoproduction HERWIG and PYTHIA models. This is consistent with the pres­

ence of a strongly interacting colour singlet exchange. Events with low E^ap were 

studied further by measuring their cross section and the gap fraction differential in 

A77, x3pets and xJ7ets. The results were compared with two colour singlet models; high- 

t photon exchange, scaled up by three orders of magnitude, and BFKL exchange. 

Unfortunately, there was little sensitivity to the underlying dynamics of the model.

The fact that the data can be described by the addition of the leading order BFKL 

pomeron with a choice of a s — 0.18 is interesting, since this model was also able to 

describe the Tevatron data on gaps between jets. However, large uncertainties both 

in the standard photoproduction model and in the BFKL model prevent drawing 

strong conclusions. The differences between the HERWIG and PYTHIA models 

show the uncertainty in the hadronisation and multiple interaction models used. 

These differences must be understood in order to gain a good understanding of the 

colour singlet exchange events.

Future measurements will be able to use the large luminosity that will be available 

after the HERA luminosity upgrade. This will improve the precision of the measure­

ments, which particularly at large x3pets and A77 have large statistical errors. Higher 

P t  jets could also then be used, which would improve the systematic errors. These 

measurements may then be able to distinguish between colour singlet models, which 

will aid our understanding of the nature of the colour singlet exchange in high-i 

diffractive events.



Appendix A  

The kt Clustering Algorithm

The kt clustering algorithm [55] is used in the inclusive mode [105] in this analysis. 

The algorithm starts by taking a list of particles and then merges pairs of particles 

that are close together in phase-space to form new pseudo-particles. This process is 

iterated until there are a few well separated pseudo-particles which are the output 

jets.

Starting from a list of particles the following algorithm is used:

1. For every pair of particles, i and j ,  define
7?2

dij =  m i n ^ ,  E ^ )  , R^ = Arfe +  (A.l)

where Rq is an adjustable parameter, here set to Rq = 1. Note tha t for R ^  C  1

m i n ^ ,  E%.j)Rl «  m i n ^ ,  «  k2. (A.2)

2. For every particle, define

di = E ^ .  (A.3)

3. If min(dij) < min(d{) then merge particles i and j ,  according to the given 

recombination scheme, forming a new pseudo-particle. Add the new particle to the 

particle list and remove i and j.
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4. Else, if mm(di) < min(dij) then jet i is complete. Remove the pseudo-particle 

from the particle list and add it to the list of jets.

5. The procedure is complete when the list of particles is empty. Every particle is 

assigned to a single jet.

The recombination of particles into jets is not unique. Different schemes are used to 

merge the two particles. Here, the pt scheme is used which results in massless jets:

E t ij — ETi + Etj (A.4)

rjij =  (EnVi +  ETjT]j)/ ETij (A.5)

4>ij — (En(j>i +  ETj<f>j) /  ETij . (A.6)

In the final list of jets all opening angles within each jet are R i j  <  R q  and all opening 

angles between jets are > R q . The value R q = 1 is strongly preferred theoretically 

since it sets initial and final state radiation on the same footing [54].

The advantages of this algorithm are that, firstly, every particle is unambiguously 

assigned to a jet so problems of overlapping jets are avoided and secondly that the 

algorithm is less sensitive to perturbations from soft particles (infra-red safe).



Appendix B 

Tables of Results
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™jets d a /dx3yets Sstat Suncor 5corr
(nb) (nb) (nb) (nb)

0.30- 0.60 1.29 0.03 0.19 0.28
0.60- 0.75 2.27 0.06 0.16 0.41
0.75- 0.90 2.53 0.07 0.29 0.31
0.90- 1.00 0.68 0.05 0.07 0.07

rpjetsdtp dcr/dx3p ts Sstat Suncar Scorr
(nb) (nb) (nb) (nb)

0 .0 2 - 0.04 22.3 0.5 2.0 3.9
0.04- 0.06 23.2 0.6 2.2 3.9
0.06- 0.08 08.6 0.3 0.9 1.7
0.08- 0.10 02.8 0.2 0.5 0.8

Arj dcr/dAr] Sstat Suncor SCorr
(nb) (nb) (nb) (nb)

2.5- 2.8 1.72 0.04 0.14 0.28
2.8 - 3.1 1.16 0.03 0.09 0.21
3.1 - 3.5 0.67 0.02 0.08 0.13
3.5- 4.0 0.17 0.01 0.02 0.03

E gTap d(j/dE9Tap 3stat Suncor Scorr
(GeV) (nb/GeV) (nb/GeV) (nb/GeV) (nb/GeV)

0.0 - 0.50 0.122 0.013 0.016 0.015
0.5 - 1.50 0.089 0.006 0.013 0.008
1.5- 3.50 0.141 0.005 0.027 0.016
3.5- 7,00 0.124 0.003 0.014 0.018
7.0- 12.0 0.054 0.001 0.009 0.012

Table B.l: The dijet cross section differential in a^eis, xJpets, Ar) and E fap. The 
statistical error, Sstaty uncorrelated systematic error, Suncor, and correlated systematic 
error, Scorr, on each measurement are given.
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E f*
(GeV)

rrjets da /dxifts
(nb)

ft$tat
(nb)

ftuncor
(nb)

ftcorr
(nb)

f (4ets) ftstat ftsyst

0.5 0.30 - 0.60 0.031 0.009 0.005 0,004 0.024 0.007 0.009
0.5 0.60 - 0.75 0.105 0.027 0.058 0.017 0.046 0.011 0.021
0.5 0.75 - 0.90 0.115 0.022 0.022 0.014 0.045 0.008 0.013
0.5 0.90 - 1.00 0.188 0.030 0.040 0.027 0.277 0.035 0.065
1.0 0.30 - 0.60 0.044 0.009 0.006 0.006 0.034 0.007 0.010
1.0 0.60 - 0.75 0.135 0.026 0.049 0.018 0.060 0.011 0.020
1.0 0.75 - 0.90 0.195 0.026 0.030 0.020 0.077 0.010 0.017
1.0 0.90 - 1.00 0.313 0.037 0.054 0.046 0.462 0.034 0.068
1.5 0.30 - 0.60 0.080 0.013 0.027 0.010 0.062 0.009 0.019
1.5 0.60 - 0.75 0.178 0.027 0.061 0.019 0.079 0.011 0.024
1.5 0.75 - 0.90 0.373 0.037 0.052 0.029 0.147 0.013 0.025
1.5 0.90 - 1.00 0.423 0.041 0.056 0.054 0.623 0.028 0.065
2.0 0.30 - 0.60 0.111 0.015 0.047 0.017 0.086 0.011 0.028
2.0 0.60 - 0.75 0.223 0.028 0.054 0.033 0.098 0.012 0.023
2.0 0.75 - 0.90 0.520 0.040 0.069 0.044 0.205 0.013 0.031
2.0 0.90 - 1.00 0.483 0.042 0.072 0.060 0.712 0.024 0.078

Table B.2: The dijet cross section differential in xi*ts, with the additional require­
ment that E f ap < E tut. Also shown are the gap fractions, f ( x 3yets), defined as the 
fraction of all dijet events with E pap < E^ut, and their associated statistical, ftstat, 
and total systematic, 5syst, errors.
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ipcutJjjrp
(GeV)

jets^p da/dx3pets
(nb)

&stat
(nb)

^uncor
(nb)

$corr
(nb)

f ( 4 ets) $stat &syst

0.5 0.02 - 0.04 1.02 0.17 0.22 0.09 0.046 0.007 0.013
0.5 0.04 - 0.06 1.01 0.21 0.18 0.12 0.044 0.009 0.014
0.5 0.06 - 0.08 0.34 0.14 0.06 0.04 0.040 0.016 0.018
0.5 0,08-0.10 0.10 0.07 0.03 0.01 0.034 0.024 0.028
1.0 0.02 - 0.04 2.27 0.24 0.48 0.23 0.102 0.010 0.021
1.0 0.04 - 0.06 1.21 0.20 0.32 0.14 0.052 0.008 0.023
1.0 0.06 - 0.08 0.46 0.14 0.07 0.05 0.054 0.015 0.019
1.0 0.08-0.10 0.16 0.07 0.04 0.02 0.057 0.024 0.030
1.5 0.02 - 0.04 3.67 0.32 1.06 0.43 0.165 0.012 0.036
1.5 0.04 - 0.06 1.92 0.25 0.24 0.15 0.083 0.010 0.020
1.5 0.06 - 0.08 0.54 0.12 0.10 0.09 0.063 0.014 0.020
1.5 0.08 - 0.10 0.16 0.07 0.03 0.01 0.057 0.024 0.034
2.0 0.02 - 0.04 4.52 0.33 0.79 0.48 0.202 0.012 0.033
2.0 0.04 - 0.06 2.91 0.30 0.40 0.32 0.125 0.011 0.021
2.0 0.06 - 0.08 1.02 0.20 0.26 0.14 0.118 0.020 0.032
2.0 0.08 - 0.10 0.28 0.10 0.06 0.02 0.101 0.033 0.052

Table B.3: The dijet cross section differential in xJpets, with the additional require­
ment that E f ap < E%ut. Also shown are the gap fractions, f ( x 3pets), defined as the 
fraction of all dijet events with Ef ap < E$ut, and their associated statistical, 5stat, 
and total systematic, Ssyst, errors.
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E^ut
(GeV)

A rj dcr/dA?7
(nb)

Sstat
(nb)

Suncor
(nb)

SCorr
(nb)

f (&v) Sstat Ssyst

0.5 2.5 - 2.8 0.085 0.011 0.023 0.012 0.050 0.006 0.018
0.5 2.8- 3.1 0.065 0.014 0.024 0.009 0.056 0.011 0.019
0.5 3.1 - 3.5 0.017 0.006 0.003 0.002 0.025 0.009 0.010
0.5 3.5 - 4.0 0.017 0.007 0.004 0.002 0.100 0.034 0.039
1.0 2.5 - 2.8 0.146 0.014 0.029 0.019 0.085 0.008 0.023
1.0 2.8 - 3.1 0.091 0.014 0.030 0.011 0.079 0.011 0.022
1.0 3.1 - 3.5 0.046 0.010 0.004 0.005 0.069 0.014 0.019
1.0 3.5 - 4.0 0.017 0.006 0.004 0.002 0.101 0.029 0.035
1.5 2.5 - 2.8 0.234 0.019 0.030 0.021 0.137 0.010 0.027
1.5 2.8- 3.1 0.157 0.018 0.058 0.020 0.136 0.014 0.038
1.5 3.1 - 3.5 0.066 0.011 0.006 0.007 0.099 0.014 0.024
1.5 3.5 - 4.0 0.020 0.005 0.002 0.002 0.114 0.027 0.032
2.0 2.5 - 2.8 0.305 0.020 0.038 0.030 0.178 0.010 0.033
2.0 2.8 - 3.1 0.193 0.019 0.054 0.022 0.167 0.014 0.039
2.0 3.1 - 3.5 0.092 0.012 0.013 0.010 0.137 0.016 0.027
2.0 3.5 - 4.0 0.033 0.007 0.006 0.005 0.189 0.034 0.044

Table B.4: The dijet cross section differential in Arj, with the additional requirement 
that E f ap < E^ut. Also shown are the gap fractions, f(Arj),  defined as the fraction 
of all dijet events with E f ap < E$ut, and their associated statistical, Sstat, and total 
systematic, 5syst, errors.
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