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Abstract

In the last few years, the mobile market has grown extensively. The next generation of 

these 3G or 4G devices require much higher performance to operate the more complex 

algorithms required from increased functionality such as multimedia, voice recognition 

and internet access. As a consequence, the number of transistors required increases 

dramatically. Meanwhile, the energy density of existing battery technologies is not 

increasing at the same rate. Thus in order to have a longer battery operating time, energy 

efficient computing in a DSP assumes greater emphasis.

CADRE was designed and expected to be a minimum power consumption asynchronous 

DSP whilst meeting the performance requirements of next generation cellular phones. In 

the original CADRE, most of the research was focused on the algorithmic and 

architectural level design and resulted in a good energy economical design at these levels. 

However, the power dissipation of the original CADRE showed that approximately 50% 

of the overall power consumption was found to be dissipated in the functional units (FUs). 

Thus, reducing the power consumption of the FU was the primary motivation for the work 

described in this thesis.

The FU has been re-designed focusing on improving the energy efficiency at the logic, 

circuit and layout levels. Coherent design techniques have been applied. These include the 

use of pass gate logic, the sharing of the adder between the multiplier and adder, a 

combined logic block for performing the Hamming distance and normalization function 

and a new timing mechanism for better tuning the asynchronous control to the datapath. 

These functions reduce the amount of logic and possible failure of the system.

CADRE-s has been implemented as a full custom design and simulations are presented to 

successfully demonstrate the energy-efficiency of the FU. The results show that the FU 

designed can achieve an energy improvement by a factor of 5 in the multiply accumulator 

units and a factor of nearly 2 for the overall system compared with the original CADRE 

system. This demonstrates the importance that energy efficient logic, circuit and layout 

techniques contribute to a design.
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Chapter 1: Introduction

In the last few years, the number of applications of portable, battery powered electronic 

equipment has grown considerably. Pocket PCs, handheld PCs, hearing aids, portable 

military equipment and mobile phones are good examples. Nowadays, the third 

generation (3G) handsets serve as not only voice communication equipment, but also 

include data, image, multimedia and other complex functions. Furthermore, the next 

generations of mobile equipment will require even higher performance to operate more 

complex systems and to support the growing trend towards portable computing and 

wireless communication.

The enormous improvements in technology allows many functions to be integrated onto 

a chip. Thus, one chip can support an expanding range of functions, and multiple devices 

can be placed into a single unit [1]. The improvement in technology has opened up many 

possibilities for current and future mobile systems to expand functions. Future mobile 

systems will comprise a small personal portable computer and wireless communication 

device. An important feature will be the interface to and interaction with the user. Thus 

speech and pattern recognition will be key functions. Real-time multimedia data such as 

video, speech, and music will improve the productivity, usability, quality and enjoyment 

of future mobile systems. These require not only a high speed computation, but also a 

significant amount of computing power. Therefore, one of the most compelling issues in 

portable computing is to keep the energy consumption of the devices low in order to have 

a longer battery operating time.

High power consumption means a short battery life-time of the mobile application. In 

addition, high consumption causes a heat problem affecting the reliability and life-time of 

circuits as these depend on the power consumption. So high power consumption will 

become more critical in future because of the future mobile system requirements. In
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addition, battery weight and life time are becoming more important than processing speed 

due to various microprocessors now running well in excess of 10 GHz. Thus in portable 

systems, energy consumption is the limiting factor in the amount of functionality that can 

be operated. For example, speech or hand writing recognition functions on an embedded 

system board needs about 20W to realize 20,000 words[2]. Unfortunately, the nickel- 

cadmium battery technology can provide only 35-57 Wh/Kg (Watt-hour per Kg.)[3]. 

Thus systems have to be designed to be more efficient in the way they use the energy. 

Consequently, energy efficiency can be informally defined as doing more work with the 

same amount of energy resource or doing the same work with less energy. This is the 

approach needed for portable systems having a limited energy budget.

Most portable systems have a Digital Signal Processor (DSP) operating as the main 

processing core. DSP programs are typically tight loops of arithmetic operations with 

fewer branches than general purpose code. Furthermore, DSP algorithms are used in real­

time applications with different sampling rates. These require processing speeds from 20 

MHz to over 500 MHz depending on their applications. Therefore, a significant challenge 

in the implementation of a DSP for portable systems is how to use the limited power 

source efficiently.

Using voltage scaling, low power circuit design and architectural modifications, such as 

parallelism and pipelining, can reduce the power dissipation by more than 100 fold as 

demonstrated in custom DSP ASICs [4]. With some low power processors widely used in 

portable devices[5], this has been at the expense of accepting a lower performance. 

Therefore, those processors achieve low power operation by running slowly. However, it 

is not suitable for a DSP application which requires both a high performance and power 

efficiency.

Another good example of a low power processor, which may not be the highest energy 

efficient processor for mobile systems, is the StrongARM[6]. [7] compares StrongARM 

with other contemporary processors because ARM designed StrongARM with energy 

consumption in mind from the start. However, StrongARM cannot achieve an energy 

efficient processing core in mobile systems because of the many additional features it 

includes. For this reason, the ARM7[6] was introduced and widely used in mobile systems 

thereafter. ARM7 also has many features such as branch prediction, a 16-bit thumb
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decoder and so on, which are not required for signal processing systems. This is a large 

power overhead for a signal processor. Nevertheless, a DSP could take advantage of the 

superscalar and/or pipelined micro-architecture feature from the StrongARM or ARM7 

processor to achieve an energy-efficient improvement. The ARM9E[6] was introduced to 

DSP systems with enhanced DSP functionality in response to the growing demand for 

greater signal processing capabilities. The need for a separate DSP can potentially be 

eliminated by adding DSP functionality into an embedded general-purpose processor 

such as the ARM9E. However, its ability for keeping its execution units supplied with 

operands, is limited by the lack of parallel move support.

Contemporary DSPs exploit parallelism by being organised as single-instruction 

multiple-data (SIMD), multiple-instruction multiple data (MIMD) or very long 

instruction word (VLIW) architectures. This achieves higher performance irrespective of 

the clock. These architectures were introduced to exploit the regularity of DSP 

algorithms. The motivation for these designs was to avoid high clock frequencies. This 

was because increasing the clock frequency is limited by technology and an increased 

frequency raises the power consumption in a circuit as power is proportional to frequency. 

Also, high frequencies usually require more complex logic to meet the clock speed. 

Therefore, parallel architectures have advantages for future mobile applications, 

especially in terms of energy efficiency.

VLIW processor chips have been used in non-portable commercial applications; for 

example, the TI TMS320C6000 DSP[8] is used in 3G base stations, in the Digital 

Subscriber Line (DSL) access multiplexers and in network concentration units. An 

alternative, attractive architectural approach employs a parallel 2D array of hundreds of 

small processors and used in (non-portable) applications such as image and video 

processing. This has been implemented by the PACT (Processor Array Computing 

Technology) Company who have been developing an extreme processor platform called 

XPP [9]. The power consumption and performance are set to rise exponentially in the 

future. Therefore even those architectures which are currently energy efficient will 

become high dissipation devices in the future. Hence energy efficient architectures are 

required and even more is the subject of this and other research.
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1.1 Motivation

The emerging trend for wireless based stations and voice channels in telecommunications 

systems are reconfigurable architectures and there is a small group of companies such as 

Elixent Ltd., Morpho Technologies and Quick Silver Technologies, who are all working 

on reconfigurable FPGA (Field Programmable Gate Array) Architectures. A 

reconfigurable DSP was introduced in some research work[10],[ll] to achieve the 

system-on-chip (SOC) concept; this is rapidly becoming a reality, with the time-to-market 

and product complexity promoting the reuse of complex macromodules. As an 

alternative, an application domain specific architecture for digital signal processing, the 

Field Programmable Function Array (FPFA) has been employed[12]. Unfortunately, the 

draw back of this reconfigurable architecture over ASIC designs is their energy efficiency 

even though they are more flexible than ASICs.

1.1 Motivation

Even those architectures which claim to be energy efficient digital signal processing 

components will not meet future needs as the power consumption is set to rise 

exponentially as will the performance required for portable applications. Therefore, these 

processors will have high power dissipation when future computing is considered. There 

is much research[13],[14] in this area resulting in architectural structures which are 

energy efficient. For examples, a novel asynchronous parallel architecture, named 

CADRE[14] has been designed in the School of Computer Science, University of 

Manchester. CADRE has expanded instructions to give a flexible VLIW capability 

including a large register file, instruction buffer and four functional units. It has been 

designed based on the sign and magnitude number representation and asynchronous 

circuit design. The compressed instruction was exploited to reduce long instructions. 

Even though CADRE has been designed to be an efficient CPU architecture for DSP 

processors, it requires a large amount of power as demonstrated in the original CADRE 

power results [14], [72].

Similarly, reducing the number of multiplications for general DSP algorithms such as 

finite impulse response (FIR) filters, infinite impulse response (IIR) filters, or fast Fourier 

transforms (FFT), has been developed to improve the energy efficiency [15]. Results for 

these show that whilst algorithm organization can make some contribution to power 

efficiency, the power consumption is still large. Moreover, developed or modified
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1.1 Motivation

algorithms cannot save the power dissipation if the DSP is implemented on power-hungry 

circuits, especially in the multiplier and adder, which contribute to a big part of the power 

consumption in a DSP. Therefore, another research angle to reduce and minimize the 

power budget is logic and circuit optimization with full-custom layout also contributing 

to a large part of the energy efficiency.

As is well-known, arithmetic operations, such as multiply or multiply-accumulate are 

frequently performed and are power hungry in the functional unit (FU) of a DSP. 

Therefore, this thesis looks at the functionality that a FU needs to perform and makes a 

low power version. This will then be compared to the (scaled) original design of the 

CADRE FU to demonstrate the significant power saving realised by low power logic and 

circuits. Whilst this is a study of a FU for a DSP, the techniques used are generally 

applicable to all digital logic gate design, yielding similar improvements elsewhere.

The CADRE FU has been re-designed based on two’s complement number 

representation; the circuits for sign-magnitude computation were found to be more 

complex and larger than those used to compute in two’s complement format because an 

extra circuit was required to produce a precise sign bit result. CADRE performed 

reasonably in the overall comparison to other DSP’s as shown in [72]. CADRE’s greatest 

benefit stems from the fact the complex algorithms can be executed efficiently by the 

parallel architecture through the use of compressed instructions and the register file. 

According to the requirement of the third generation of wireless communication, the 

digital signal processing circuit needs high computational performance, low-power 

dissipation and a high degree of flexibility. Embedded configurable memory within a FU 

offers the advantage of combining flexibility and low-energy by providing control signals 

mapping directly from algorithm to hardware. The encoding instructions are stored in a 

configuration memory which can be reconfigured by storing the instructions in advance 

at the start of each algorithm. This reduces the control overhead associated with 

instruction-set processors. Philips REAL DSP[16] and the Infineon CARMEL DSP[17] 

have embedded this feature as a single global configurable memory which is only used 

for special instructions. As a result, the flexibility and performance of the FU is limited. 

Therefore, an embedded configuration memory in each FU gains the user increased 

flexibility and performance.
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The challenge in the work described here is to meet the requirements of future portable 

applications, such as multimedia mobile phones. These devices need a very small power 

budget, higher performance with an increased complexity approaching that of a desktop 

computer. This can be achieved by adopting a parallel architecture. However, parallelism 

without dropping the supply voltage leads to increased area and power. This can be 

reduced by trading any excess performance for power by reducing the voltage. The next 

challenge is therefore to increase the performance if the voltage is scaled downwards. 

Parallel FUs give increased overall speed and are relatively easy to exploit in DSP 

applications. Throughput is roughly proportional to supply voltage, so four-way 

parallelism allows a voltage reduction of up to four times. This translates to a 16 times 

power reduction per FU (corresponding to CV2) or 4 times overall compared with a single 

FU. Thus, reducing the power dissipation in a FU is the most effective way of power 

saving in a parallel DSP.

An energy efficient configurable DSP architecture framework with four power efficient 

FUs has been designed and implemented to demonstrate a high energy-efficiency DSP. 

Algorithms such as FIR filters and the FFT, have been transformed to parallel assembly 

codes and then mapped onto the framework. The binary codes are generated by assembler 

and then stored in each configuration memory at the start of algorithm. Self-time 

completion detection circuits in FUs are employed because of using a globally 

asynchronous framework. Additional advantages of this framework that arise from 

asynchronous timing are power saving, higher performance and low electromagnetic 

interference.

To support a power efficient design of FU, the major components such as the multiplier, 

adder, shifter, Hamming distance and normalization need to be optimized. In addition to 

logic optimization for these component, the logic is implemented with energy efficient 

circuits using the smallest number of transistors. Thus the FU is aimed at the next 

generation of wireless and portable applications, and should achieve the ultimate in power 

efficiency.
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1.2 Research Contributions

The goal of this research is to significantly improve the power efficiency of a FU for DSPs 

and to demonstrate this by combining four FUs running in parallel with configurable 

memories as well as a demonstrator framework. Several key research contributions are:

• Demonstration of the energy-efficient architectural framework comprising four 

asynchronous FUs and data memories for executing digital signal processing 

algorithms.

• Developing a flexible FU for the user and system programmer. This has led to 

additional cost, particularly in the implementation of the configuration memory. 

This cost can be justified by the flexibility and performance gained by users. In 

particular, the use of configurable memory embedded in the FU is unique compared 

with other DSPs such as REAL and CARMEL. This feature also allows each FU to 

operate independently on different instruction streams.

• Showing that lowering power at the logic, circuit and layout makes a large 

contribution to overall power levels. The architectural framework will be fabricated 

on 0.18 um operating at 1.8 V to evaluate the parallel DSP approach.

• Developing a large power improvement on an unusual low power FU datapath 

particularly suitable for use in DSP’s aimed at portable applications. This datapath 

is an extended knowledge component combining many good low power circuit 

design techniques in each component. This leads to high performance and keeps the 

power dissipation of the FU low.

• Developing the FUs ability to keep the execution units supplied with operands by 

supporting parallel movement.

• Developing a technique to reduce the switching activities and the number of stages 

of addition in the multiplier by using a parallel Wallace tree structure and sharing 

the final addition circuitry between the adder and multiplier. The use of a shared 

adder has not previously been described.
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• Considering addition and multiplication schemes for an energy-efficient DSP 

component.

• Developing a combined novel circuit for performing the Hamming distance and 

normalization functions.

• Designing a novel tunable timing mechanism to better tune the control logic to the 

data path.

• Developing the power-efficient and novel circuits necessary for a FU. In addition, 

the comparison of circuit families at 0.18 um geometry operates at 1.8 V. is 

presented.

• Investigating the power and energy efficiency when voltage scaling is applied.

• Identifying the contribution the design can make to future designs. The 

implementation can be used on future Super-scalar Asynchronous DSP 

architectures. This contribution is aimed at next generation designs requiring a high 

performance and low power,

1.3 Organization

Chapter 2 presents the principles of the hardware and algorithms for digital signal 

processing, and describes current and future general-purpose DSPs. The advantages and 

disadvantages of parallel general-purpose DSPs in terms of energy efficiency are 

discussed here. The features of DSPs for next generation mobile, wireless communication 

and multimedia applications are presented. This chapter also presents the sources of 

power dissipation and an overview of low power design techniques for CMOS circuits. 

How to minimize the power consumption in CMOS circuits is discussed here. The 

comparison of various logic families such as conventional CMOS, different pass 

transistor circuits and dynamic logic will also be given in this chapter. Finally, the chapter 

briefly looks at low power design at the different levels in the design hierarchy.

System design is presented in Chapter 3. The original CADRE architectural features and 

power results from simulation are discussed here. This chapter shows that despite good
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design at the top levels, power efficiency is disappointing and the reason for this is that 

logic and circuits need optimizing; power consumption at circuit and logic level can be a 

large contributory factor to power. This chapter also presents an overview of the FU 

proposed in this research. The FU comprises a sophisticated arithmetic unit. The basic top 

level operation of the FU is demonstrated by the multiply-accumulate shifting with 

rounding instruction to show concurrence of many execution paths within each FU. The 

significant power consumption of the original CADRE multiplication and addition 

operations are given.

Chapter 4 presents the design of a low power high performance multiplier and adder. 

Different multiplier architectures are described. The strengths and weakness of these 

architectures for digital signal processing are discussed and concludes with the choices 

made for the new FU. The multiplier employs logic optimization. Techniques used in the 

multiplier such as input selection, pre-sign extension calculations, balanced inputs, 

completion detection, compressor circuits, partial product generator, Wallace tree 

reduction and forwarding of the carry signal scheme are explained. The implementation 

techniques for mapping both in 2-1 multiplexers and XOR/XNOR circuits efficiently onto 

Pass Transmission Gates are described. This chapter also presents the structure of the 4- 

input adder design which makes multiplication simpler but adds complexity to the adder 

which now has a 4-2 compressor at its front end. The comparison with 2-input adder 

structures are discussed. The carry look-ahead tree adder architecture is explained along 

with the timing analysis through the tree structure.

Chapter 5 presents the other necessary operations of the function unit such as the 

Hamming distance and normalization. The other components of the FU such as the shifter, 

accumulators, accumulate-shifter, limit circuits and control circuits including the timing 

tunable mechanism are described.

Chapter 6 presents an investigation into the most energy efficient logic family and low 

power circuit; as a result, Single-ended Pass transistor Logic (SPL) and Pass Transmission 

Gate (PTG) are identified as the most promising for energy efficient circuits. Chapter 6 

also describes the investigation results from energy efficient circuits such as a novel XOR 

and pass-gate latch which are employed in the functional unit. The logical effort,
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transistor sizing, dual supply voltage and layout design techniques are also presented for 

the design.

Chapter 7 presents the tests performed and the evaluation of the design. The floorplan of 

the whole chip and its area is given. Algorithms such as FIR, DCT (Discrete Cosine 

Transform) and simple vector dot product programs run on the FUs for testing are 

discussed as well as how to map algorithms to the FUs in an optimized way. Performance 

and power results of the FUs from running these algorithms are given and compared with 

the (scaled) original CADRE. Multiplier and adder results are discussed together with 

other research work.

Finally, Chapter 8 summarizes the contributions of the presented work and proposes 

directions for future research.
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Chapter 2: Background

The demand for portable computing and communication devices is growing 

exponentially. Increasingly such devices contribute to the improvement to the quality of 

life and are used to increase business productivity. Laptop computers, personal digital 

assistants and mobile phones are well-known examples of those portable and 

communication devices which provide the ability to process multimedia information and 

the ability to communicate information over a wireless communication channel. Digital 

Signal Processing is the key element underpinning the processing of multimedia 

information e.g. speed, audio and video.

As is well-known, a general purpose processor is not well-suited to signal processing, 

control system applications and vice versa. Thus, the Digital Signal Processor (DSP) has 

been specifically developed for signal processing applications[18], A DSP is targeted for 

use in arithmetic computation and contains many power hungry units such as a multiplier, 

adder, shifter and accumulator registers. These circuits are usually implemented and 

embedded in a block called a Functional Unit (FU). Therefore, reducing energy in a FU 

used in battery powered application would enable a DSP to operate within its limited 

energy resource.

This chapter describes the basic structure of a DSP, distinguishing between the 

characteristics of a general purpose processor and a signal processor. A modern DSP 

architecture and design techniques are then discussed in teims of energy efficiency. Then 

energy efficient design techniques ranging from the circuits and transistor level up to the 

architecture and algorithm level are explained in this chapter.
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2.1 Digital Signal Processor

Nowadays, Digital Signal Processing is widely used in a variety of applications such as 

IP telephony, radar, audio, digital TV, multimedia and handsets. This processing analyses 

information which comes from the real world as signals and converts these into digital 

numbers. DSPs are microprocessors specifically designed to handle digital signal 

processing tasks. Therefore, the characteristics of a DSP are different from a general 

purpose processor. In a DSP, one or more outputs, Yj[n], can be produced for n =..., -1,0, 

1,... and i = 1...N corresponding to one or more discrete-time inputs, X;[n], The samples 

of input signals are quantized to a finite number of bits which is either fixed-point or 

floating-point. Generally, a DSP has to perform many millions of operations per 

second[19] and hence requires a large memory bandwidth.

Generally, a DSP can be classified into two types; the first type is for a specific application 

DSP, such as FFT-type (Butterfly operation), and the second type is a general purpose 

DSP. Both types of DSPs can be implemented as a programmable DSP by using a FPGA 

or implemented as a hardwired ASIC DSP. However, an ASIC DSP can offer a faster 

operation time and less power dissipation than a programmable DSP.

2.1.1 How a DSP is different from a general purpose processor?

Since the 1960s, many processors have been developed for use in artificial intelligence 

equipment. However, the capabilities of those processors can be categorized into two 

areas; data manipulation and mathematical calculation. The data manipulation concerns 

storing information or organizing information such as word processing, database 

management or operating systems. The processor running this kind of task is occasionally 

used in mathematic calculation. In comparison, digital signal processing is concerned 

directly with mathematical calculations especially multiplication and addition. A 

common DSP algorithm is a FIR digital filter as shown in Figure2.1, where ‘x’ is the input 

signal and the output signal is ‘y’. The input signal is multiplied by a group of coefficients, 

a0,al,... and then the products are summed. A group of coefficients is a filter kernel on the 

input signal. The coefficients will depend on each application.
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Figure 2.1: An example of FIR operation in a DSP

In addition, DSPs require continuous processing and the timing depends on the sample 

rate to maintain a sustained throughput. In contrast, the operation of a general purpose 

processor to perform a word processing job may take two milliseconds or half of a second. 

This is because users will wait until the job is finished and then assign the next tasks. The 

most important aim is therefore to make DSPs run faster. Unfortunately, increasing the 

speed consumes more power and the design becomes more difficult and complex. 

Particularly, portable applications require a high performance and low power 

consumption.

*

2.1.2 Digital Signal Processor Architecture

A traditional microprocessor architecture called Von Neuman[17], contains a single 

memory and single bus for transferring data in and out of the processing unit. Obviously, 

a multiplication needs at least three clock cycles to get the instruction and two operands. 

The Harvard Architecture is therefore employed to improve the performance of the 

processor. With a Harvard Architecture, the memories are separated for each data operand
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and program instructions, each memory has its own buses. Nowaday, most DSPs use this 

architecture to improve the speed. However, modern applications require a higher 

performance from a DSP. Analog Devices therefore invented the Super Harvard 

Architecture[21 ] by adding features such as an instruction cache and I/O controller to 

improve the throughput in their SHARC DSPs.

Figure2.2 illustrates a Central Processing Unit (CPU). Within the CPU, a block such as a 

Data Address Generator (DAG) controls the address sent to the data memories. In a DSP, 

it is designed to be performed with circular buffers to avoid the overhead of keeping track 

of how the data is stored. In addition, bit-reversed address mode can be selected by the 

DAG to efficiently carry out the FFT algorithm. Another block in the CPU is for 

mathematical processing and this mainly consists of a multiplier, arithmetic logic unit and 

shifter. Instruction execution can operate with fixed-point or floating-point numbers. 

With the fixed-point format, the programmer needs to understand the amplitude of the 

numbers, the accumulation of quantization errors and what scaling needs to take place. 

There is no need to worry about these factors in a floating-point format. However, there 

is benefit to using fixed-point hardware rather than floating-point hardware for DSP 

development because many DSP applications require low-power and cost-effective 

circuitry, which makes fixed-point hardware a natural choice.

P ro cesso r C o re

V

M em o ry  X

V

M em o ry  Y

Figure 2.2: Typical DSP architecture
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In a DSP processor, the programmer explicity controls which data and instructions are 

stored in the on-chip memory bank. The programmers have to write programs so that the 

processor can efficiently use its data and its instruction memory. In contrast, general 

purpose processors (GPPs) use control logic to determine which data and instruction 

words reside in the on-chip cache, a process that is typically invisible to the programmer. 

From the GPPs programmer’s perspective, there is generally only one memory space for 

both data and instruction rather than two memory spaces of the Harvard architecture. 

Most DSP processors do not have any cache, they use multiple banks of on-chip memory 

and multiple bus sets to enable several memory accesses per instruction cycle.

DSP processors often support specialized addressing modes that are useful for common 

signal processing algorithms. Examples include circular addressing (which is useful for 

implementing digital-filter delay lines) and bit-reversed addressing (which is useful for 

performing a commonly used DSP algorithm, the fast Fourier transform). These 

specialized addressing modes are not often found on GPPs, which have to instead rely on 

software to implement the same functionality.

2.2 A Modern Digital Signal Processor Architecture

It becomes obvious that exploiting parallelism to speed up the processing is necessary in 

high data rate applications. The parallelism can be achieved by implementing different 

algorithms onto the different hardware components. However, different designs are 

required if the applications are changed. Another parallel approach is to employ a 

processor with a parallel datapath. By using this approach, different algorithms can be 

performed on a common architecture.

2.2.1 Important features of DSP processor

The important features of DSP processors are repetitive numerical intensive tasks and 

special instruction sets to exploit hardware efficiency. Two of the most important features 

of modem DSP processor architecture aimed at low power are the datapath containing an 

energy efficient multiply-accumulate unit(s) and an energy efficient multiple-access 

memory architecture.
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Datapath

From the reason for using fixed-point given in section2.1.1, only a fixed-point DSP 

processor is discussed in depth in this thesis. The datapath typically incorporates a 

multiplier, adder, shifter, logical unit and other specialized functions such as Hamming 

distance and normalization. Multiplication is an essential operation and frequently used 

in DSP applications. In many DSP algorithms, multiplication is followed by summing the 

product with the sum of previous products. Therefore, most DSP processors integrate the 

multiplier with an adder so that the multiply-accumulate operation can be performed with 

one instruction. However, multiplication itself is based on an addition generally 

implemented using XOR and multiplexer circuits.

A shifter is usually required in a DSP processor for two purposes. One is to shift by any 

number of bits and is used to scale the result of the multiplier and adder which tends to 

grow in bit width. The shifter for this purpose can be implemented by multiplexers.

The other shift unit (a single bit shifter) involves dealing with overflow and saturation. 

When the magnitude of the sum exceeds the maximum or minimum value that can be 

represented in an accumulator register, the quantity overflows. Scaling down the result or 

saturation is required to handle the overflow situation and so yield a correct value.

Memory Architecture

The memory architecture including its interconnection with the DSP processor’s datapath 

is important for the datapath itself. Consider the N-tap FIR filter. N multiply-accumulate 

operations are required to produced the new output every N instruction cycles. To achieve 

this performance, the memory needs to be accessed several times within one instruction 

cycle.

Typically, three memory banks, comprising one program bank and two data memory 

banks, are common in current DSP processors. With this feature, it is possible to perform 

a 1-tap FIR filter operation per instruction cycle. However, using a dual-ported memory 

which provides two simultaneous read operands only requires one operand memory bank. 

Therefore, some DSP processors use one single-ported program memory with one dual­
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ported data memory. Finally, register-indirect addressing modes are used. Most DSP 

processors have an address generation unit (AGU) dedicated to address calculations. An 

AGU is used to calculate complex addressing in parallel with arithmetic operations.

A modern DSP processor has multiple functional units and multiple-access memory 

banks. Therefore special instructions are needed to specify the several simultaneous 

operations performed by the different functional units in one instruction cycle. Encoding 

instructions so that operations are packed into one instruction can also reduce the program 

memory size.

2.2.2 DSP for next generation mobiles and wireless 
communication

Currently, multiple time slots and processing in parallel are employed to speed up the 

throughput. Additional features such as MP3 and speech processing in handsets requires 

a high performance DSP whilst the power consumption needs to be low. A highly parallel 

architecture with Very Long Instruction Word (VLIW) architecture can increase the 

performance. Adelante Technologies produced a DSP called Saturn[23] with these 

properties. It has a highly parallel 96-bit VLIW architecture that is accessed using 

encoded 16-bit instruction words. Saturn was demonstrated using Viterbi butterfly 

operations. Normally, it takes about 11 clock cycles to complete in regular assembly code 

but in Saturn it takes only 2 clock cycles with two application specific instructions. This 

is a factor of 5.5 performance improvement. Unfortunately, gains in the power 

consumption have not been realised yet in this design.

LSI logic[24] presented the second-generation (G2) superscalar ZSP DSP architecture 

which is able to enhance the instructions per cycle (IPC) performance by nearly three 

times that of current architectures running various benchmarks. The ZSP600, as shown in 

Figure2.3, uses a Prefetch unit (PFU) that can prefetch eight 16-bit words per cycle. The 

instruction cache inside the PFU needs to have the data required by the instruction 

sequencing unit (ISU) for any given fetch cycle. The ISU has the responsibility for the 

instruction fetch and decode, instruction grouping, and instruction issue. The ZSP600 has 

the capability of issuing up to six instructions per cycle to each of the six primary 

datapaths each comprising: two Address Generation Units (AGUs), two ALUs and two
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multiplication/arithmetic units (MAUs). The core of the multiplication and arithmetic unit 

is multiply accumulate (MAC) logic. This MAC operation is fundamental to most DSP 

algorithms where successive products are computed and summed. Each of the primary 

datapaths are controlled by the pipeline control unit (PCU). The interrupt controller, the 

co-processor and debug interface and timer are also controlled by the PCU.

Prefetch Unit Inst. Seq. 

Unit
128- Pipeline

(PFU)
Control

Unit
64-1

Load/Store Unit Register
(LSU)

File

By Pass Unit

ALUMAC 1 
40-b
ALU 16x16

MAC 2
40-b
ALU 16x16

Timer2x 16-b ALU

Figure 2.3: Block Diagram of ZSP600 DSP

The ZSP600 has a quad-MAC implementation. A dual-MAC datapath in a MAU allows 

two 16-bit MAC operations or one 32-bit operation to execute per cycle. Therefore, each 

MAU can accumulate the two 16-bit multiplications into a single accumulator or into 

separate accumulators.

In terms of power improvement, the ZSP600 has many levels of power saving. The first 

level is to control the power consumption by an instruction to idle the core, so the core is 

effectively shut down if it is not being used. An interrupt is used to wake the core when 

needed. The second level of power saving is to shut down any part of the primary unit by 

using the clock control unit; this can prevent unnecessary dynamic power dissipation. The
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last level of power reduction is at the register level, allowing control logic within the ALU 

to determine the operations. So only the appropriate logic is active in the datapath. This 

prevents switching activity in the unused parts of the datapath. The design can achieve 

300 MHz operation on a 0.13fxm geometry. However, the ZSP600 core is available to 

customers as a licensable RTL design, no custom logic is used in any part of the design. 

Unfortunately, there is no detailed report of the power reduction achieved, only the 

performance improvement is provided. It should be noted that in an asynchronous DSP, 

the power dissipation equals zero when the core is not being used. Furthermore there is 

no power overhead in switching to full performance and so asynchronous operation 

should be considered for next generation DSPs.

Yuan-Hao Huang et. al[25], proposed a communication digital signal processor (DSP) 

suitable for massively parallel signal processing operations in orthogonal frequency 

division multiplexing (OFDM) and code-division multiple-access (CDMA) 

communication systems. This proposed architecture supports basic butterfly operations, 

single/double-precision error computation, and the add-compare-select (ACS) operation. 

The processor chip is fabricated using a 0.35pm CMOS technology. The fabricated DSP 

chip reaches a speed of 1.1 G MACs/s when operating in high-speed mode, and it achieves 

4 M MACs/s/mW in the low-power mode.

The latest series of processors provided by Motorola are called DragonBall[26]. It has 

been proposed for use in smartphone applications. The DragonBall performs the 

applications processor processing and provides seamless integration with the Bluetooth 

wireless chipset and with the Innovative Convergence cellular platform. This new feature 

leads to a change and enhancement of the functionality in the applications’ processor 

without the need to re-certify the cellular functionality of the Smartphone with carriers. 

Moreover, it is claimed that DragonBall can provide extremely low power consumption 

for extended battery life.

2.2,3 DSP for multimedia signal processing

Another approach for performing DSP applications is centred around multimedia 

processing. Li-Hsun Chen et.al[29], proposed a reconfigurable DSP architecture which 

has 5 ALUs, 1 multiplier and 2 load/store units. This allows the special purpose DSP
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architecture to have a better parallel processing capability for the MPEG-4 Video encoder. 

In a comparison of the block coding of the MPEG-4 Video, their DSP is nearly 25% more 

efficient than the TITMS320C64X architecture. Moreover, it is 80% more efficient in the 

MPEG-4 video encoding process.

Hyunjune Yoo et. al[13], proposed a multimedia DSP (MDSP) chip for portable 

applications. Parallel processing techniques such as SIMD, vector processing and DSP 

schemes were used and four MAC operations ran in parallel. Therefore, the MDSP is able 

to handle a 2-D video signal and 1-D signal processing. Their DSP speed capability is 30 

MHz. The design was implemented using Verilog-HDL and the synthesized core 

simulation results have shown a performance improvement on various algorithms such as 

FFT, HR, FIR, BMA (Block Matching Algorithm) and convolution encoding.

2.3 General Functional Unit for DSPs

The arithmetic unit is the main core of a DSP and operates on almost every cycle. The 

operands required can be stored in a data register file or be an immediate value. 

Multiplication, addition, multiply-accumulate and other necessary functions of digital 

signal processing are performed here. The 40-bit accumulators are also in this unit. As is 

well-known, the number of processing elements has been increased in a modern DSP. 

This leads to much research work proposing various low power or high performance 

arithmetic components such as multipliers and adders to try and achieve the optimal 

energy requirements of DSPs. However, more complex designs may require extra power 

and a delay in the overall system.

As already stated, the multiplier is based on adder circuits. The adder can be implemented 

based on XOR and multiplexer circuits. Therefore, optimal energy of basic cells such as 

XOR and multiplexer can contribute to the energy saving of the multiplier. However, this 

can only be applied in some particular multiply and add algorithms which are suitable for 

implementation with XOR and multiplexer cells.
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2.4 Energy Efficient Design

In this section, an overview of low-power design and the techniques to employ them from 

the structural level down to the logic and circuit level in the FU are described. Design 

techniques such as avoiding unnecessary activity, reducing the supply voltage, the logical 

effort for energy efficient circuits, the logic family selection, transistor sizing and layout 

considerations, are focused on in order to achieve an energy efficient design for a portable 

computer having a wireless communication system.

The capabilities of computation in portable applications have been rising exponentially 

but battery technology has improved only slowly. Therefore, the intensive and continuous 

computing of hand-held computers and other portable devices is becoming restricted by 

the sources of power and energy management. Consequently, a variety of energy 

reduction techniques at various levels are required.

2.4.1 Energy Sources

Since 1990, the speed-power efficiency has increased tenfold every 2.5 years for general 

purpose processors and DSPs. The most difficult task for future mobile system designers 

is to attempt to pack more capabilities, such as multimedia processing, into a battery 

operated portable miniature package. The main problem is that there is no equivalent of 

Moore’s Law in the case of battery technology. In particular, only a 20% improvement in 

capacity is expected over the next 10 years [30]. Figure2.4 shows these trends [30] and it 

is clear that the energy density of existing battery technologies is far from what is needed.

The Nickel Metal Hydride (NiMH) battery was introduced in the late eighties. Its best 

qualities were that it was compact in size, had light weight and had a long battery 

operating time. In the early nineties, more energy was available in a Lithium Ion (Li-ion) 

cell compared to the Nickel Cadmium (NiCd) battery. [31] examined the batteries not 

only in terms of energy density but also seivice life, load characteristics, maintenance 

requirements, self-discharge and costs. Alternative chemistries were also evaluated 

against the Nickel Cadmium battery type. However, Ni-Cd is still used in low cost 

applications like portable CD/tape players. Although Nickel-MH batteries have roughly 

twice the energy density of Ni-Cd batteries, they have a shorter cycle life and are more
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Figure 2.4: Improvement in technology[30]

expensive. So the most popular battery choice for Laptop, PDAs and cellular phones is 

the Li-ion batteries. However, Li-ion batteries can be unsafe when they are used 

improperly.

Fuel cells may offer a promising alternative technique. It is an electrochemical device that 

converts the chemical energy of a fuel directly to usable energy. A fuel cell running on 

methanol could provide power for more than 20 times longer than traditional Nickel 

Cadmium batteries in a comparably sized package[32]. Lithium Polymer is one kind of 

fuel cell. It has been established recently to make ultra thin batteries with less than 1 mm 

thickness[33]. It is expected to suit the needs of light-weight next-generation portable 

computing and communication devices. However, these batteries are still expensive to 

manufacture.

According to the slight improvement of the battery technology, it is clear that the energy 

density of existing battery technologies is far from what is needed. Hence, an energy 

efficient DSP becomes vital.
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2.4.2 Fundamental of low-power design

Most research work in low power design for battery driven applications is concerned with 

lowering energy consumption because of the finite energy source. Figure2.5a shows a 

computation taking time ta when operated from a voltage V. This is followed by an idle 

time ts. Thus the energy consumed is proportional to V2ta. When the supply voltage is 

scaled down by a factor of 2, Figure2.5b, the execution time extends to tb = 2ta and the 

energy is aV 2ta/2; the power reduces quadratically whilst the performance is reduced 

linearly. With lowering the supply voltage and running the task slowly so that the idling 

time is reduced, the implementor needs to be aware of leakage current in a small process 

geometry and aware of the timing overhead involved in changing the supply voltage. 

However, there is another approach to gain an energy saving as shown in Figure2.5c. Here 

high speed logic operating from a supply of V is used to reduce the computation time to 

tc. Assuming tc = ta/2, the energy consumed is the same as that from scaling the voltage 

down as shown in Figure2.5b. This approach depicted in Figure2.5c is the one adopted in 

this work.

ta, tb, tc =  active tim e ts =  id le tim e

V
E = Pt = V ta

V/2
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(a)

■ t b -------- 1— ts

tb = 2ta 
E = Pt = V2ta 
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(b)

I tc |--------  ts

tc = ta / 2 

E = Pt = V t e  

~2~
(c)

Figure 2.5: Energy versus voltage scaling
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The power dissipation in a CMOS circuit needs to be explained before understanding 

energy and how to minimize it. Following this, an explanation of the several measurement 

metrics of energy efficiency are then described and the most suitable metric will be 

chosen to evaluate the FU of a DSP.

2.4.2.1 CMOS Power Consumption

In digital CMOS circuit, there are three major sources of power dissipation as shown in 

the following equation[4]:

p  — p + P  +  P
a v g  s w i t c h i ng  s h o r t c i r cu i t  l e ak a ge

... Eq. 2.1
=  1 • CL • V p p  * f  clk + I sc  ■ V DD + I t e a k a g e  ' V  p p

The switching or dynamic component of power consumption is the product of the load 

capacitance (CL), clock frequency (fcIk), an activity factor, a  0->i, is used to denote the 

average fraction of clock cycles in which a low-to-high transition occurs and the power 

supply VDD2. The second term is the power dissipated due to the direct-path short circuit 

current, Isc, which occurs during switching when both NMOS and PMOS transistor are 

active. The last term is the power caused by the leakage current, leakage* which arises from 

substrate injection and sub-threshold effects. The leakage current becomes a significant 

problem when the fabrication technology is scaled down or when there are significant 

periods of idle time. In general, in an active circuit, the first term (the switching 

component) is by far the most dominant term with the short circuit current being generally 

10% to 20%.

2.4.2.2 Dynamic Power Consumption

Since each switching event in CMOS circuit expends energy a  o->iCkVDD fclk> it is 

extremely important to reduce this source of power dissipation. Firstly, a  o„>1CL needs to 

be minimized through the choice of logic function, logic style, circuit topology, data 

statistics and sequencing of operations. Looking at each of these in turn:
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Logic function: Generally, each gate will have different static transition probabilities. For 

example, a 2-input static NOR gate is assumed to have only one possible input transition 

during a clock cycle and a uniform input distribution of high and low levels. So cto->l °f 

this NOR gate will be 3/16 (=p(0)(l-p(0))=3/4( 1-3/4)). For a 2-input static XOR, the 0- 

>1 transition probability equals 1/4 (=1/2(1-1/2)).

Logic Style: The logic style can give a different transition probability. Basically, the 

activity for the dynamic CMOS depends only on the signal probability, whilst the 

transition probability in the static CMOS depends on its previous state. So the static 

CMOS gate cannot be switched, if the inputs do not change. However, the amount of 

capacitance on the switching node and the sensitivity to supply voltage reduction are other 

factors for choosing a particular logic style.

Signal Statistics: The signals in a circuit are not always random. It is necessary to consider 

the effect of signals statistics on power. Assume a 2-input NOR gate has Pa and Pb as the 

probabilities of a one on its inputs A and B, respectively. The output node has a 

probability that it is “1” of P^=(l-Pa)(l-Pb) and the probability of a “0” = 1-Pj. Therefore, 

the probability of transition from 0 to 1 is (1-(1-Pa)(l-Pb))(l-Pa)(l-Pb). If this probability 

is plotted, its impact on switching events can be used to significantly improve power 

dissipation.

Circuit Topology: The manner in which logic gates are connected together can affect the 

switching activity. The transition probabilities of logic gates are computed for two 

topologies: chain and tree structure as shown in Figure2.6. The results in [5] indicate that 

the tree implementation will have an overall lower switching activity than the chain 

structure for random inputs. However, the extra transition is a function of input patterns; 

delay skew and logic depth can still cause extra power dissipation. To eliminate these 

transitions, a careful design such as balanced paths is needed.

2A.2.3  Short-Circuit Component of Power

The short circuit path exists for direct current flow from VDD to GND, when both the pull 

down and pull up circuits in conventional CMOS conduct. The short-circuit dissipation is
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Figure 2.6: Circuit topology (a) chain structure (b) tree structure

a small term as a fraction of total dissipation as the output load is increased. The short- 

circuit power dissipation P s h o r t  c i r c u i t o r  ^ s c  °f an unloaded inverter is[5]:

From this equation, Psc depends upon the frequency (1/T), |3 the process technology con­

stant, VDD and the fall time of the input signal ( x ). In[34], simulation shows the Psc var­

iation of an inverter with a load capacitance, CL. It is clear that the short-circuit dissipation 

can be small when the rise and fall times of input signals are about equal to the output rise 

and fall times.

2.4.2.4 Leakage Component of Power

There are two types of leakage current. The first type is diode leakage which can occur 

when a transistor is turned off and another transistor charges up/down the drain with the 

respect to the former’s bulk potential. Normally, the leakage current will be 

approximately ADJS, where AD is the area of the drain diffusion and Jg is the leakage 

current density. This is typically a very small fraction of the total power consumption. 

However, it depends on how long the circuit spends in stand-by mode as power always 

dissipates even when there is no switching activity. The second type of leakage current is 

subthreshold leakage which occurs because of carrier diffusion between the source and

P  — —  ( V  — V  )3 —  

s c  ~ 12 DD T T
... Eq. 2.2
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the drain when the gate source voltage (Vgs) exceeds the weak inversion point but is still 

below the threshold voltage.

Basically, the diode leakage current is very small and can be ignored[35]. The 

subthreshold leakage current increases exponentially with the downward scaling of both 

the supply voltage and threshold voltage[36]. Therefore, Iieakage values are set to become 

a critical block to improving battery lifetimes in portable applications. Further 

information about leakage reduction can be found in many research works[37],[38],[39].

2.4.2.5 Energy Per Operation

The power-delay product (PDP) is a common measure of energy consumption for 

portable applications. The energy consumed per clock cycle can be derived by dividing 

the PDP with the number of operations per clock cycle as shown in the equation below:

Energy _ V DP * Ceff gq. 2.3
Operation Operations

where the effective switched capacitance, Cppp is commonly expressed as the product of 

the physical capacitance CL and the activity weight factor a , each averaged over the N 

nodes. The delay of a CMOS gate can be defined as the time required for the output to 

transition to 50% of the voltage swing and is [40]:

CL CL V DD
Delay =  ----- * AV0_ J0 „ =   r -  ... Eq. 2.4

l AVE AVE

where I a v e  ls the average device current during the transition. The device remains in 

saturation during the output transition and the current is approximately constant such that 

Iave = so delay can be given by[41]:
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Delay s Cl -V*dd ... Eq. 2.5
K - W - ( V d d - V t )2

where kv is a technology dependent constant, VT is the transistor threshold and W is the 

transistor width.

2.4.2.6 Energy Efficiency Metric

In order to compare designs that run at different speeds and consume different amounts 

of energy, the energy (E) and the delay or throughput metrics need to be considered. In 

[41], different energy efficiency metrics are presented. There are three modes of 

computation: fixed throughput, maximum throughput and burst throughput. Firstly, fixed 

throughput mode is suitable for use in real-time systems (e.g., speech, audio and video) 

which require a fixed number of operations per second. The excess throughput will 

consume unnecessary energy. The metric can be expressed as:

From the fixed throughput equation, the way to improve energy efficiency is to reduce the 

supply voltage and the effective switched capacitance while the throughput remains 

constant.

The maximum throughput mode is the second energy efficient metric. It is used in most 

multi-user systems such as networked workstations and main-frames which require the 

processor to run continuously. Hence, the energy efficiency metric must balance the need 

for low energy/operation with high throughput. Here,

V2dd • C
Metric FIX

(Operations)/(ClockCycle)

M A X
M A X

M A X  Throughput K - w - ( v d d - v t f

' Ngates ' C Eff ' V DD
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where throughput is the number of outputs per second and EM^X is the power/throughput 

corresponding to maximum throughput TMAX. From this equation, the energy efficiency 

for a maximum throughput mode can be improved by increasing the throughput with the 

same amount of energy/operation or power. Considering the last term of the equation, it 

is clear that the variables have several dependencies. For example, if the width (W) of the 

transistor is increased, CL and CEEE will also increase. So the individual parameters 

cannot be considered separately.

The last energy efficiency metric is the mode which is suitable for portable applications 

such as the PDA and laptop. The burst throughput mode of the energy efficiency metric 

must balance the minimized energy consumption for both idling and computing with the 

maximum throughput when computing. The metric of energy efficiency for the burst 

throughput mode is:

MetricBURST = E"**  + E>™  ... Eq. 2.8
1 M A X

where E1dle is the average energy/operation while idling and EMAX *s the average 

energy/operation during full activity. According to the three different throughput modes, 

the energy efficiency metrics can be used to describe the energy efficiency of a processor 

which has the specification of a target application. The metric that has been chosen for 

this DSP aimed at the next generation of portable applications such as mobile phones is 

the burst throughput mode. The reason is because most of the time the mobile phone is in 

the idle mode. However, it requires a high throughput when computing.

2.5 Low Power Systems

2.5.1 Low power design at a technological-level

There are several factors that need to be considered when lowering the power 

consumption at a technological-level and applying this to a design. At this level, it is 

necessary to consider the process technology and how the design is laid out.
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Process Technologies for Reducing Power

Each new process results in a reduction in the minimum gate length, more metal layers 

etc, and this effects a power reduction in the CMOS logic. Unfortunately, designers 

cannot control these process parameters. However, it is necessary for designers to 

understand how the process technologies reduce the power so that the designers can select 

the process for an energy efficient design. In addition, a new process has many other 

parameters that the designers should be aware of such as the fact that higher leakage 

currents occur on silicon below 0.13pm.

Each new process has an impact on reducing power dissipation as well as increasing the 

speed. A proportional decrease in power and increase in the circuit speed are provided by 

reducing all capacitances in the scaling process. However, the thickness of the 

interconnect metal is roughly the same across processes[42]. This leads to an increase in 

the capacitance between adjacent interconnecting segments. As a result, the overall 

capacitance scaling is below a factor S if the geometry is scaled down by a factor S.

Design Style

The selection of design style can have a large impact on the energy efficiency. The best 

energy efficient design style is full custom design. In this case, all the energy efficient 

design techniques such as transistor sizing and logical effort can be applied to the circuits. 

In addition, full custom design allows designers to select the metal layers which give a 

power saving. Since the higher metal layers have a smaller physcial capacitance, the high- 

activity signals should be routed by upper layers of metal. Moreover, high-activity wires 

should be kept short and local. However, full custom design is a costly method in terms 

of design time.

Semi-custom design (using standard cells) is a design style which is selected to reduce 

time to market. Even current standard cells and tools have within their design various low- 

power methodologies to achieve low power. Most standard cells are designed for the 

maximum performance with worst-case loading of the routing. Special cells such as pass 

transistor logic cells where the circuit contains only NMOS (such as single-ended pass 

transistor logic) or both NMOS and PMOS (such as pass transmission gate) but has no
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power or ground connection (see more detail about pass-transistor logic in section 2.5.2), 

are not included in normal standard cell libraries. The reason is because the area of a pass 

transistor circuit is smaller than the standard cell area where the conventional CMOS can 

fit in. Therefore, the standard cell layout style with pass-transistor logic topology cannot 

achieve the area and energy efficiency of the pass-transistor circuit.

Field Programmable Gate Arrays (FPGAs) offer an alternative method for shorter design 

time and better flexibility than full custom and standard cells. However, FPGAs use more 

area and power and have less performance. Even though the FPGA tools can offer a 

transistor sizing option, its energy consumption is still relatively high and is not 

acceptable for future requirements of realising energy efficiency in portable applications.

At this level, the circuit is designed and implemented on 0.18um geometry process 

technology because this is the design kit available to the author. So the process technology 

factor for reducing power cannot be controlled in this research work. However, this has 

the advantage that leakage currents can be ignored. The selection of design style is full 

custom enabling the author to design special circuits such as pass transistor logic 

effectively and to include other energy efficient design techniques. This decision allows 

this DSP to have a great potential for energy reduction.

2.5.2 Low-Power design at a circuit-level

The next level up where power dissipation can be lowered involves optimizing the 

circuits. Here, techniques include transistor sizing, scaling the supply voltage, reduced 

signal swing and choice of logic styles. The trade-off between performance and power of 

each technique is illustrated in this section.

2.5.2.1 Transistor Sizing

Transistor sizing is one method for making a power efficient CMOS circuit. This method 

is independent of the logic topology selection. Generally, it is believed that using 

minimum size transistors keeps the power of a design low. However, the circuit which 

aims to use battery-operated applications requires a measurement in term of energy 

consumption, not just power consumption. Considering these facts, transistor sizes can be
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increased to give the optimal sizing for low energy per operation. Hence, it is totally 

different from that which is required for highest speed or lowest power. There are several 

research works about transistor sizing such as how to get the minimum size of 

transistors [43], how to apply a transistor sizing method to an automatic layout generation 

tool[44], and power reduction using transistor sizing[45],[46],[47],[48].

Transistor sizing was introduced[49],[50],[51] to optimize the circuit speed. The 

transistor size has been increased mostly in the critical path. The right transistor size 

should be used in order to meet the demands of energy efficiency. In principle, the delay 

calculations are usually done by using Elmore’s RC delay model reference[52]. Here, 

each ON transistor is modelled as resistors, therefore a chain of transistors can be 

represented as an RC ladder. The sum over each node in the ladder of the resistance Rn i 

multiplied by the capacitance (Cj) is estimated as the delay of an RC ladder (tpd). Here,

tpc = y j Rn- ,Ci ... Eq. 2.9
I

In [53], a power-efficient driven device sizing of a pass transistor in low-voltage CMOS 

was reported. This gives useful information about transistor sizing for power efficient 

pass transistor circuits under variable temperature conditions. The power delay product 

(Pr) is given by:

P • X oc
2 1.7 0.5 0.5

U t o t a l  V D D  ^  1 OX

((0.9 — Vt) / V DD) 1 .9 i w / w )  - Ec>-2-10
2.2

where x is the gate delay, Ctotal may be divided into a factor contributed by the driver 

devices and the rest of the load, Tox is the oxide thickness, L is the length of transistor, 

Wn is the width of the NMOS device and Wp the PMOS width.

When the optimal ratio is independent of the load capacitance, Wp/Wn equal to 1.5 will 

then give the minimized power delay product (xP). However, in practice, the optimal 

power delay product depends on the total capacitance that may be divided into a factor
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contributed by the driver devices and the rest of the load. In this research work, the 

optimal power delay product can be found out by simulation.

Many transistor sizing methods have been presented in the past. Currently, transistor 

sizing is applied using a CAD tool enabling the identification of the best circuit 

arrangement to achieve the best power-delay-product improvement[54],[55],[56]. In 

addition, transistor sizing can also be used for delay balancing, so that each circuit part 

has roughly the same delay; this results in no critical path in the design.

2.5.2.2 Voltage Scaling

The equation for power dissipation in a conventional CMOS circuit shows that the largest 

reduction of power results from reducing the supply voltage. This is due to the power 

being proportional to the square of the supply voltage. The short-circuit component is a 

small fraction whilst the leakage current is ignored with the assumption of a relatively 

large difference between VDD and threshold voltage VT. If the circuit performs one 

operation per cycle, then the energy per operation is

E = aCEFFV2 ...Eq. 2.11

where CEFF is the effective capacitance being switched to perform a computation. If the 

supply voltage is scaled down from 3.3 V to 1.8 V, this gives a 70% reduction in energy 

consumption. However, the energy consumption improvement from reducing the supply 

with a constant threshold voltage makes the gates slower. So some techniques such as 

pipelining and parallelism have to be used to keep the throughput constant. Another 

simple and attractive method is moving to a lower threshold voltage process. This allows 

the designers to reduce the supply voltage and power without requiring a major change of 

design, since the gate speed would remain constant[57]. However, further analysis is 

needed when sleep modes and variations in the supply voltage are taken into account. 

Some papers have reported that the circuit should use a lower threshold voltage during 

normal operation and a higher threshold voltage during sleep modes [5 8]. Alternatively, 

[59] has proposed using direct control of the threshold voltage instead. However, it is 

difficult to control the speed of each gate when both the threshold and supply voltage are
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varied. This will force a reduction in the levels of logic in the design to maintain the 

performance. Finally, low voltage operating looks very attractive for energy efficiency 

but it is very sensitive to manufacturing variations and operating point changes. All 

advantages for energy efficiency will disappear if all these variations are not taken into 

account carefully.

2.5.2.3 Signal Swing

Generally, the dynamic power consumption equation is known as the product of load 

capacitance, the average number of times that node n transitions/cycle and the signal 

swing Vsig; Vsig is normally equal to Consequently, the power consumption can be 

decreased by reducing the signal swing to lower than the supply voltage. Meanwhile the 

delay can also be reduced since delay is proportional to signal swing.

To adopt this technique, an extra device is needed to limit the swing because the output 

normally swings from the rail to ground in both static and dynamic CMOS circuits. With 

this extra device, its parasitic capacitance adds to the total effective capacitance being 

switched. Hence, as long as the reducing signal swing is greater than the effect of the 

increased parasitic capacitance, the energy consumption will be reduced. However, there 

is some drawback in reducing the swing signal. Static power for a high output voltage can 

be dissipated, when connected to the next stage because the output does not reach the 

supply voltage tending to turn on the pull up device in the driven gate. In contrast, if the 

following stage is a dynamic pull-down network, the problem will be eliminated because 

the inverter’s output is only driving an NMOS device. However, reducing the signal 

swing will reduce the drive to the pull-down network. As a consequence, NMOS devices 

of the next stage must be sized up to maintain the speed. Reducing the swing signal has 

been used in memory circuits in on-chip signalling techniques [60] and low-power 

arithmetic circuits[61].

2.5.2.4 Logic Topology

Up to this section, many approaches for lowering power consumption have been 

described. To achieve energy efficient design, many design techniques are needed. This
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section is another important factor in identifying whether a design can gain a large energy 

efficiency improvement or not. The basic circuit topology is an important issue in the 

design of VLSI circuit especially in battery operated applications which require both high 

speed and low power. This section describes both the advantage and drawback of each 

CMOS circuit design style for energy efficiency.

The logic style of the logic gate influences the speed, area, wiring complexity of a circuit 

and power dissipation. The switched capacitance should be minimized and can be 

achieved by having as few transistors and circuit nodes as possible. Since a supply voltage 

reduction technique is usually applied to reduce the power dissipation, a logic style 

providing fast logic gates is normally used to speed up critical paths in order to achieve 

the same throughput. For this purpose, a logic style must be robust against the supply 

voltage reduction. In addition, a distinction must be made between dynamic and static 

logic styles. In dynamic logic the operation is divided into two modes, precharge and 

evaluation, as shown in Figure2.7(a). In precharge, the pull up circuit operates to pull the 

output Y high. In evaluation, the pull down operates and point Y either remains high or 

its output is pulled low. Dynamic logic is attractive for high performance applications. 

However, a system which has a high signal transition activities such as DSPs can result in 

excessive high power dissipation if dynamic logic has been used due to the precharging 

mechanism.

prechnrge -c j

evaluate —I

Dynamic inverter

precharge /_ evaluation \  precharge

y
Precharge and evaluation of dynamic gates 

(a) Dynamic Logic

Vdd Vdd Vdd Vdd

OUT

evaluate

PDNl PDN2

(b) Static DCVSL (c) Dynamic DCVSL

Figure 2.7: (a) Dynamic logic (b) Dynamic DCVSL (c) Static DCVSL
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Conventional static CMOS has been a choice in most processor designs including DSPs. 

However in 1996, Yano et al.[62], suggested using static pass transistor circuits and 

dynamic circuits have been used in low-power and high speed systems such as processors 

from MIPS Technologies since 1994.

Conventional static CMOS, complementary pass-transistor, double pass-transistor, 

Energy Economized Pass Transistor Logic and Single-ended Pass Transistor Logic are 

now presented:

Conventional Static CMOS: This logic style has been used in most chip designs. It 

comprises a PMOS network for the pull-up and a NMOS network for the pull-down. In 

order to have output drive, the width of the transistors must be increased. This increases 

the input capacitance which in turn increases the power dissipation and propagation delay.

Differential Cascade Voltage Switch Logic (DCVSLV, DCVSL was introduced in [63], It 

was derived from two complementary DOMINO gates with merged logic trees. There are 

two kinds of differential logic style: static and dynamic. Static DCVSL as shown in 

Figure2.7(b) has two complementary NMOS trees connected to a pair of cross-coupled 

PMOS transistors. The input capacitance is two to three times smaller than conventional 

static CMOS since only the NMOS transistors are driven. Dynamic DCVSL[64] as 

shown in Figure2.7(c) is a combination of domino logic and static DCVSL. Dynamic 

DCVSL has an advantage over domino logic due to its ability to generate any logic 

function, whilst the domino logic can only generate without logic inversion.

Pass Transistor Logic

Pass gates or transmission gates are the combination of an NMOS and a PMOS pass- 

transistor as shown in Figure2.8 and are often used for implementing multiplexers, XOR- 

gates, and latches. The advantage of the pass gate over other pass-transistor logic styles is 

its robustness against voltage scaling and transistor sizing due to its high noise margins 

(as the results will show in chapter6). The pass gate also results in a smaller number of 

transistors and smaller input loads compared to conventional static CMOS. However, an 

inverter is required to buffer its output and provide output drive.
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Figure 2.8: Pass gates or Pass Transmission Gate (PTG)

Complementary Pass Transistor Logic tCPLi: A CPL gate is shown in Figure2.9 and 

comprises two NMOS logic networks, two small pull-up PMOS for swing restoration and 

two inverters for complementary outputs. With CPL logic, any two input logic function, 

such as AND, OR and XOR can be implemented by this basic structure. However, it is 

relatively expensive for a simple gate such as NAND and NOR. The advantages of CPL 

are small input loads, good output driving and fast restoring stages because of the PMOS 

pull-up transistors. Unfortunately, the number of nodes and high wiring overhead (dual­

rail signals) cause a high power dissipation.

A

A

B

B

Figure 2,9: Complementary Pass Transistor Logic (CPL)

Energy Economized Pass Transistor Logic fEEPL): EEPL is shown in Figure2.10 The 

source of the PMOS pull-up transistors are connected to the output signals. This logic 

gives a shorter delay and smaller power dissipation compared to CPL.
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Figure 2.10: Energy Economized Pass Transistor Logic (EEPL)

Single-ended Pass Transistor Logic (SPLV. A SPL gate previously known as Lean 

Integration with Pass Transistors: LEAP) is shown in Figure2.11. It requires only single 

inter-cell wiring and a single NMOS network. Swing restoration consists of a feedback 

pull-up PMOS transistor. This swing restoration structure only works for Vdd > Vtn+ IVtpl 

due to the threshold voltage drop through the NMOS for a logic ’ 1’; preventing the NMOS 

transistor of the inverter from turning on. The robustness of the SPL circuits is also 

affected when the supply voltage is scaled down.

After reviewing the possible low power logic families, two pass transistor logic styles -

S 

_L Vdd

A

B

Figure 2.11: Single-ended Pass Transistor Logic (SPL)

the pass transmission gate (PTG) and single-ended pass transistor logic (SPL) were
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identified as having the potential for building the low energy circuits required in this 

research work.

2.5.2.S Logical Effort

The method of logical effort as presented in [65] is a simple model of the delay through a 

single CMOS logic element. Logical effort has been used to improve the delay of the 

conventional CMOS circuits. It provides the sizes of different transistors to make the 

circuits run with the maximum possible speed. Logical effort also defines the performance 

cost of computation inherent in the circuit topology.

The delay (d) of a logic gate comprises two parts: a parasitic delay (p) and the effort delay 

or stage effort (f) which is proportional to the output load.

d = f + 9

The load and the properties of the logic gate driving a load affect the effort delay which 

is the product of logical effort (g) and electrical effort (h). The logical effort is a property 

of the logic gate and captures the effort of the logic gate topology in relation to its ability 

to produce the output. Logical effort is independent of the size of the transistors in the 

circuit.

f  = gh

Whilst the load can be characterized by h, the size of transistors in the gate will determine 

the load-driving capability and affects its performance. These are dependent on h and h 

can be defined by

Where Cout is capacitance at the output of the logic gate and Cin is the capacitance at the 

input terminal of the logic gate.
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However, most designers will define the electrical effort (h) in term of fanout which is 

only dependent on the number of gates being driven.

d = gh + p

p is dependent on the internal capacitance and is also largely independent of the size of 

transistors in the logic gate. Electrical effort h combines the effects of the transistor sizes 

in the logic gate, the input capacitance Cin and the external load (Cout).

Logical effort has been considered in this research work in order to reduce the delay of 

the circuits. This leads to a gain in energy saving.

2.5.3 Low-Power design at a logic-level

At the logic level, the opportunities to minimize the power budget exist in both the 

capacitance and frequency of the power dissipation equation. The most important factor 

in logic optimization is the minimisation of switching activity.

Data guarding

In most CMOS digital systems, switching activity is the major cause of power dissipation. 

Switching activities not concerned with useful work should be eliminated. Guard logic is 

one approach to minimize such switching activities. Transparent latches with an enable 

signal are used to guard against non-useful switching activities propagating further into a 

system. The latches are only transparent when the data is to be used.

Glitch activity reduction

Before the correct logic level is reached, there is often spurious transitions from one block 

to the next block (called critical races and dynamic hazards). These extra transitions waste 

power. Balanced signal paths and a short logic depth are able to minimize glitching 

activities. For example, a tree structure has more balanced signal paths than a chain 

structure, Figure2.6, if all primary inputs arrive at the same time. Thus the capacitance 

switched for a chain implementation is larger than the tree implementation depending on
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the number of inputs. For the chain case, pipelining can be applied to reduce the logic 

depth. Normally, there is a trade-off between glitching capacitance (the normal chain case 

with a long logic depth) and register capacitance (the chain implemented with pipelining). 

However, using the tree implementation the supply voltage can be reduced whilst keeping 

throughput fixed.

When the low energy circuit is designed at this level, the optimal switching activity is 

targeted. The datapath of this DSP is therefore designed to stop non-useful switching 

activities propagating further into the datapath. In addition, balanced signal paths are used 

in the multiplier whilst overall the design is implemented using a short logic depth.

2.5.4 Timing Approach

Asynchronous Design

The FU unit forms part of an asynchronous pipelined design. Asynchronous timing 

provides further power improvement as it eliminates clock generation, buffering and 

distribution. This asynchronous approach also gives a reduction of electromagnetic 

interference (EMI) as the switching of the logic is spread instead of being concentrated 

around the clock edge. The FUs are therefore based on the principle of micro- 

pipelines[66] where the data transfer between blocks uses local handshake signals rather 

than clocks.
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Figure 2.12: Principle of micro-pipeline
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The principle is shown in Figure2.12. The done signal allowing an output to propagate to 

the next micro-pipeline stage is generated either from the combinational logic for a data 

dependent operation or from a matched delay. Where the operation time is data 

dependent, as in the adder, the operation can be self-timed by using a completion- 

detection (CD) circuit and many CD techniques are proposed [67],[68],[69],[70].

The circuit in the FU has the additional requirement of being low power. Therefore dual­

rail coding which has two wires per signal which always return to a 00 state, or duplicate 

logic producing the done signal which has the same delay as the combinational circuit is 

not suitable for such a low power application. When a single-rail is chosen for the low 

energy FU, the timing mechanism needs to be considered. The completion-detection 

techniques referred to in the previous paragraph were reviewed. Current-sensing CDs are 

not suitable because they require an additional supply voltage and have higher quiescent 

current than synchronous circuits negating their advantage. Activity-Monitoring CDs 

(AMCD) have an even higher energy-delay when there is a maximum ripple path. This is 

disadvantageous in a DSP since a maximum ripple path occurs in many arithmetic 

operations. Many designs use the bounded delay approach as it is the easiest CD method 

to implement. However, this is not a proper completion-detection method since the delay 

is fixed and needs to be longer than the maximum delay path. In [70], it is claimed that if 

a combinational circuit has a critical path of less than ten gate-delays, then a bounded 

delay approach works satisfactorily.

The bundled-data asynchronous circuits are based on micropipelines. The request signal 

indicates that the data is valid and the acknowledge signal is asserted when the data is 

received. When the sender disasserts the request, the receiving device can remove the 

acknowledge signal. Therefore the data is valid between the rising edge of request and the 

falling edge of acknowledge. These handshake operations are well-known as 4-phase 

timing. Two-phase pipelines could be used for event detection on the request and 

acknowledge. This makes 2-phase pipelines faster than 4-phase pipelines. But 2-phase 

control circuits are significantly more complex than 4-phase circuits so 4-phase is chosen 

for this work.
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Clock gating

Most power minimization techniques at the logic level rely on switching frequency. Thus 

in the clock system, the use of clock gating is the best technique as CMOS power 

dissipation is proportional to clock frequency; therefore it is an obvious way to reduce 

power consumption. In clock gating, the clock toggles only when an enable signal is true. 

This technique is used to shut down some parts of the chip that are inactive. Thus power 

is saved due to the clock line not being activated all the time. With clock gating, the 

energy consumed in driving the register’s clock input is reduced in proportion to the 

decrease in average local clock frequency. Moreover, clock gating can be applied globally 

to achieve larger energy reduction. Meanwhile, the control signal can be done at the 

hardware level or the operating system or can depend on the application. However, the 

drawback of this method is that when the design is reactivated the oscillators used require 

milliseconds to be stable after being re-activated. So chips exhibit less performance if they 

enter the sleep mode for a long time.

The technique employed in this research work is that the whole system is clock-free. 

Clockless (or asynchronous) logic is used to eliminate clock generation, buffering and dis­

tribution -  a major power user -  at the system level. Each functional unit is responsible 

for its own timing; data is passed in and out using handshake signals. This means that a 

functional unit which is not in use dissipates almost no power. If evaluation in one unit is 

slow the whole system will adapt on a cycle-by-cycle basis. The final advantage of asyn­

chronous logic here is that it adapts automatically as the supply voltage is changed; a re­

duced input voltage gives slower processing (counteracted somewhat by the multiple, 

parallel functional units) but much greater energy efficiency.

2.5.5 Low-Power Design at an architecture level

Architecture with voltage scaling

An effective approach for power dissipation reduction at the architecture level is an 

architecture driven voltage scaling strategy which can yield more than an order of 

magnitude saving. It is shown clearly from the CMOS power dissipation equation that the
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system can achieve lower energy consumption as the supply voltage is reduced. The task 

for the architecture designer is to retain the throughput whilst reducing the supply voltage. 

A parallel architecture is one way to maintain the throughput. However, the capacitance 

has increased by a factor of 2, whilst the operating frequency has correspondingly 

decreased by a factor of 2. Unfortunately, the extra routing involved between units can 

result in a slightly increased capacitance. The principle can be extended to reduce the 

supply voltage for a fixed throughput by increasing the parallelism further. However, 

when the supply voltage approaches the threshold voltage of the devices, the delays will 

increased significantly. [4] examines the optimum voltage and the overhead circuitry 

arising from the parallelism when a further reduction in the supply is considered.

Another approach is to apply pipelining to the architecture. With this method, only the 

additional pipeline latch is an area overhead. Thus the capacitance is increased by less 

than a factor of 2 compared to parallelism, whilst the supply voltage is again reduced by 

a factor of 2,

Resource sharing

Another approach to reducing power is to share resources.

Time-sharing buses: The choice of bus topology is an important issue which can affect the 

energy consumption of the system. This is illustrated by considering two cases. In the first 

a system has two separate buses running at the same frequency whilst in the second case 

the system has a single bus shared between two components running twice as fast so the 

throughput is the same in both cases. The power consumption of the system using separate 

buses is given by:

p = S a  r  v 2 fs e p a r a t e  - b u s e s  i s b  J

where cq is the transition activity for bit i (both 0 —>1 and 1 —> 0) and Csb is the 

capacitance per bit of two buses. With this equation, we assume that all bits have the same 

capacitance and the supply is a fixed voltage. The transition activity can be computed as 

Zoq = 1 + 1/2 + 1/4 ... + 1/128 due to the least significant bit (lsb) switching every cycle,
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the 2nd lsb switching every other cycle and so on. 2cq approximately equals 2 for each 

bus. So the system has 2cq equal to 4.

For the shared bus, running at twice the frequency, the number of transitions per cycle 

depends on the skew between the outputs, whilst the number of transitions for the separate 

buses is independent of skew. Thus the separate buses implementation has less switching 

activity than the bus-sharing implementation.

Constant

ACC 404 ACC

Constant

16x16 16x16
40-bit Adder

4—input

Typel Typell

Figure 2.13: Two possible structures of execution unit-sharing

Execution unit-sharing: The multiply-accumulator (MAC) operation is frequently 

performed in general DSP applications. The multiplication is performed before the 

addition. One possible implementation might be to have two 40-bit adders and one 24-bit 

adder. The first 40-bit adder performs the addition on the final stage of multiplication, 

whilst the other performs the addition of accumulator and the 24-bit adder does the 

rounding constant addition as shown in Figure2.13a. The alternate implementation might 

be to have a single adder performing two and half additions as shown in Figure2.13b. In 

the first implementation style, the critical path for the addition equals the delay through 3 

adders. Meanwhile, the second implementation of this design only has a 4-input adder and 

it is the approach adopted in this work. The detail of the 4-input adder will be described 

in Chapter 4.

Chapter 2: Background 57



2.6 Concluding Remarks

2.5.6 Low-Power Design at an Algorithmic Level

At the highest design level, the choice of algorithm is considered in order to meet the 

power constraints. A parallelized algorithm having the minimal number of computations 

are usually used to achieve the optimal power consumption at an algorithmic level. An 

architecture driven voltage scaling strategy is generally present in architectural 

parallelism. An algorithm running on architecture which has no feedback path is easily 

parallelizable. In DSP algorithms such as the FIR or discrete cosine transform (DCT), the 

computation cannot be easily parallelized, so algorithm transformations are required to 

avoid the communication bottlenecks. Another approach is to reduce the number of 

operations, this technique is based on a conversion of multiplications using constants into 

shift-add operations since multiplication with a fixed coefficient is commonly used in 

digital signal processing applications.

2.6 Concluding Remarks

Energy efficient design is a problem because so many factors are involved in the design 

hierarchy. Getting it wrong at any level can make for a poor power efficient design even 

though the rest of the design is good. For example, the original CADRE design is energy 

efficient at the architecture and algorithmic levels but was not optimised at the circuit and 

logic level. According to the above background knowledge, the DSP architecture adopted 

in this research work uses the parallelism offered from operating four full custom 

functional units. In addition, a low power logic family, namely pass transistor logic, has 

been adopted for the datapath and investigated in more detail in order to use it effectively. 

At the logic level, reducing the switching activity using transparent latches and having 

well balanced signal design is used; in addition, asynchronous timing makes the whole 

system clock-free. At the architecture level, supply voltage scaling and resource sharing 

are employed to gain further energy saving. Finally, mapping the data onto four functional 

units, so as to reduce the number of memory accesses, is performed at the algorithmic 

level. With all these features for lowering energy, the design has a great potential to 

become an energy efficient DSP.
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It is well-known that the capabilities of computation in portable applications are 

increasingly exponentially. However, the intensive and continuous computing of hand­

held computers and other portable devices is limited by the source of power. From [71], 

the technology graph shows clearly that the energy density of existing battery 

technologies is far from what is needed. Hence, an energy efficient design becomes vital.

Digital Signal Processors (DSPs) have been developed and widely used in wireless 

applications such as mobile handsets and PDA mobile phones. A modern mobile phone 

requires more applications such as video decoding, data processing and speech 

recognition, than in the past. Multiple standards are also needed in each device. Therefore, 

the trend of DSP architecture in wireless applications is parallelism; exploiting more than 

one processing unit gains higher throughput. Whilst the area is increased by employing 

multiple computing units, the energy consumption is able to be reduced by scaling down 

the voltage supply. For moderate voltage scaling, the logic depth, and the amount of 

switching and the workload factor of the circuit will determine the energy efficiency. If 

the power-delay product metric, i.e. energy, is used as the basis of comparison between 

DSP designs, then the overall energy efficiency can be improved in a DSP with parallel 

FUs, as each FU can be operated at lower throughput. This is because when the energy- 

delay product is taken into account, each component uses the smallest energy source per 

operation. When the speed has been slowed down, each component will dissipate less 

power. Meanwhile, the overall throughput of the system is still maintained because of the 

parallel architecture. Therefore, the system can gain an energy efficiency improvement 

merely by introducing parallelism.
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An alternative approach to make an energy efficient system is to structure algorithms to 

fit the available hardware resource in a DSP. This usually has restrictions with the existing 

hardware architecture. However, at the algorithmic level, this approach can result in a 

power improvement in most systems. Therefore, several energy efficient design 

techniques can be combined to achieve a larger energy improvement in a DSP system.

Another requirement of a DSP is flexibility. Many reconfigurable digital signal 

processors with designs implemented on Field Programmable Gate Array (FPGA) 

technology have been proposed. However, the power dissipation is still relatively high. 

New generation FPGAs include specific arithmetic units, accelerators, IP cores that 

provide speed and flexibility, but still tend to be high power. The research challenge is to 

develop both an energy efficient and flexible design. Portable systems need a processing 

unit that gives them the lowest energy consumption, but at the same time must provide 

enough flexibility to the user and programmer. The functional unit presented here is an 

energy efficient and flexible component for an asynchronous parallel DSP performing 

computationally intense algorithms. A configuration memory has been attached to each 

energy efficient FU in this design for flexibility. Internally, the design combines coherent 

energy efficient circuit/logic design techniques.

3.1 Background

The FU has been designed and implemented for a parallel asynchronous DSP named 

CADRE [72]. CADRE was expected to be a minimum power consumption DSP whilst 

meeting the performance requirements of next generation cellular phones. However, the 

simulation results show that the power dissipation is still on the high side. In [72], the 

power dissipation of CADRE was analysed for random plus speech data and 

approximately 50% of the overall power consumption was found to be dissipated in the 

FU. Thus, reducing the power consumption of the FU was the primary motivation behind 

this research. The original philosophy of the architecture is described to help the reader 

understand the principles of this FU.

CADRE was implemented by exploiting four-way parallelism, as this appeared to be 

optimal for power reduction [5], This was based on the premise that area can be traded for 

increased speed because silicon area is rapidly becoming less expensive. Most of the DSP
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activity can be characterized by frequent repetition of fixed instruction sequences. So, the 

instruction encoding which determines the selection and passage of data for each 

operation can be predetermined and stored in advance in a configurable memory which is 

located locally to each FU. These encodings can then be recalled with a compressed 

instruction. Because the configuration memories are RAMs, this allows reconfiguration 

at any point in execution. In addition, these encodings could be expanded within the FUs. 

This dramatically reduces the size and amount of information that needs to be fetched 

from main memory. CADRE used a dual Harvard architecture that has one program 

memory and two separate data memories. A large on-chip register file of 256 16-bit words 

was included to avoid traffic and power dissipation in the main memories. In this way, the 

operands required by the FUs were provided directly from a register file. As with other 

DSPs, a 32-entry instruction buffer was also included to handle loop instructions and 

reduce traffic to or from the program memory. Finally, all standard hardware components 

in CADRE were operated using self-timed techniques.

From the previous work using random plus speech data, a large percentage of power was 

found to be dissipated in the Multiply Accumulator Units (MAC units) amounting to 

about 50% of the overall power consumption as shown in Figure:3.1. A breakdown of the 

power consumption within one of MAC units is depicted in Figure:3.2. The multiplier 

dominated, followed by the adder. Therefore, the FU has been re-designed and re­

implemented to demonstrate the energy saving improvement possible. To reduce the 

power consumption in the new FU, the major dominant components, the multiplier and 

adder, are designed and implemented with coherent low power techniques. The new four­

way parallel asynchronous DSP which has been designed, implemented and tested is 

called CADRE-s (CADRE successor) and will be referred to as CADRE-s throughout this 

thesis.

3.2 CADRE-s Top-Level Architecture

The top-level architecture for CADRE-s is shown in Figure:3.3. The architecture has been 

designed to demonstrate the energy efficiency of the functional unit and the other 

advantageous features of CADRE-s such as four-way parallelism and configurable 

memories. In this top-level architecture, the 32x64 bit configuration memory has been 

attached to each FU and it stores the operation code (opcode). In contrast with the original
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Figure 3.2: Breakdown of power consumption within the FU in CADRE

CADRE, the operands of each FU in the current architecture are fetched directly from on- 

chip RAMs (OP A and OP B). The new system consists of four FUs connected together 

with a global bus named the Global Interface Functional Unit (GIFU), whilst each pair of 

FUs are connected locally via the bus named Local Interface Functional Unit (LIFU). The 

output data from each FU is stored in another on-chip RAM (Result). Two RAMs are used 

for the top level control. One is the top-level 14-bit instruction and is stored in a program 

memory. The second one is the address RAM which effectively performs the function of 

a 16-bit program counter (PC).
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CADRE-s employs a scan path structure for downloading instructions/data and uploading 

results as shown in Figure:3.4. There are five separate serial scan paths in the design, one
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is for the address and program memories and the others used for the operand, 

configuration and result memories. This makes the system fully testable as internal states 

can be controlled and monitored.

3.2.1 MIMD with VLIW encoding

In CADRE-s, each FU has its own operands, configurable and result memories. Hence, 

each FU can execute independently. It differs from the asynchronous superscalar pipeline 

proposed in[73] in that the FU in [73] has shared memories and registers. A special 

mechanism for the instruction dispatch unit is therefore required. Because CADRE-s 

contains four FUs which work independently, the instruction is relatively long. To 

minimize the length, the instruction has been divided into two parts. One part is stored in 

the configuration memory and the other part in the top level instruction memory. The 

configuration memory contains the FU opcode, input/output selection, and the shift 

condition whilst the top level instruction contains four enable signals (so each FU can turn 

its datapath on/off) plus four accumulator write enable control signals (one per FU) and a 

common 6-bit address for the configuration memory. Storing the 6-bit address of 

configuration memory not only reduces the number of instruction bits but the instruction 

can be compressed. This means that the instructions can be recalled when the same 

instructions but different data are required. Most DSP algorithms can take advantage of 

this feature to reduce the size of the program.

3.2.2 Five Stage Asynchronous Pipeline Organization

The CADRE-s pipelined processing unit is organized using self-timing techniques. An 

asynchronous pipeline operates at a variable rate determined by current conditions, unlike 

a single clock system, where the whole pipeline will be clocked at a rate determined by 

the worst-case delay in the slowest stage. Although, a multi-clocked system has been 

proposed in [74],[75],[76] to allow a variable rate operation, this method is limited by the 

number of the various clock cycles which are generated by the clock generator. In a 

clockless system, the next instruction can start as soon as the previous result is generated. 

Therefore, the self-timed system is able to operate at the average-case performance rather 

than worst-case. In addition, the absence of a global clock in asynchronous systems is also 

attractive for low-power and low EMI designs.
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As mentioned before, the CADRE-s employs an asynchronous pipeline. However, all 4 

FUs are forced to wait until the result of all four FUs become valid before starting the next 

instruction. Thus the FU’s are synchronised at the start of an instruction. This feature still 

allows the CADRE-s to gain the advantages of a data dependent asynchronous system 

because each pipeline stage has a different cycle time rather than a fixed cycle time as in 

the clock system.
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The principle components of the pipelined CADRE-s are illustrated in Figure:3.5. The 

shaded areas represent pipeline registers.

Thel6-b x 2K Address Memory, acts as a program counter. It keeps the next instruction 

address. This allows the program to jump or branch to any address within a range of 210. 

On reset, its address in initialised to zero. This address memory is used to address the 

Program and Operand memories in the next pipeline stage.

The program RAM, stores up to 2048 top-level instructions whilst the four Operand RAM 

blocks contain two 16x2K RAMs. These store operand A and B which are sent directly to 

the FUs in stage4 of the pipeline.

Stage3 comprises the four configuration memories, which store the FU encoded 

instructions. The address of the configuration memory is provided from the top-level 

Program Memory in stage2. The look up from the configuration memory is sent directly 

to the FUs in stage4 and are used to control the actions performed in the FUs.

In stage4, the four functional units (FUs) perform the arithmetic and logic functions 

required by the basic DSP instruction set. The FU also contains the (pass-transistor) 

shifter, which can shift the operand up to 32 positions. This FU has been designed and 

implemented using coherent energy saving techniques, the details of which are presented 

in Chapter4.

Finally, stage5 comprises four result RAMs, which store the FU result depending on the 

write-back enabling signal of the FU. The address of the result RAM is generated by an 

asynchronous 11-bit counter since writing to this memory is sporadic and the counter is 

incremented every time a result is required to be stored in the result RAM.

Thus the 5 stage pipeline can be regarded as having the following operations: next 

program address generation, top-level instruction fetch and operand fetch, configuration 

memory access, instruction execution and result writeback (if required).

These operations are shown in Figure:3.6(a) for a single FU. However, when the pipeline 

has filled with instructions, the flow becomes more complicated. For example, two MPYs 

and two ADDs running in parallel on the 4 FUs are shown in the flow of 5-stage pipeline
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in Figure:3.6(b). The ADD instructions finish before the MPY instructions. However, the 

pipeline is forced to wait until the MPYs have finished. In Figure:3.6b, the FU operates 

in all execution time-slots.
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Figure 3.6: (a) CADRE-s 5-stage pipeline operation for a FU. (b) CADRE-s multi-time 
slot instruction of 5-stage pipeline operation of 4FUs.

3.3 FU Interconnection

The proposed DSP architecture is a hybrid of the MIMD (Multiple Instruction Multiple 

Data) and VLIW (Very Long Instruction Word) approaches. It allows each FU to execute 

different instructions at the same time and the VLIW encoding instructions can be loaded

Chapter 3: Asynchronous Parallel DSP 67



3.3 FU Interconnection

into configurable memories in advance of execution. To implement data passing between 

FUs two types of bus interconnection are provided:

- Direct FU-to-FU connections, between pairs of adjacent FUs on 40-bit in and out 

unidirectional buses called the Local Interface FU (LIFU).

- Shared bidirectional bus between all four FUs. This 40-bit bus is called the Global 

Interface FU (GIFU).

Interconnection Power Awareness

With careful design, the direct and shared bus between FUs should be sufficiently energy 

efficient for future DSP requirements. In CMOS designs, the power is dominated by the 

switching power. Switching power is the power dissipation of charging and discharging 

the node capacitance. To minimise power on LIFU and GIFU, the LIFU bus is disabled 

at the transmitting end when not required to protect unnecessary data passing onto the bus. 

Meanwhile, data on the GIFU bus is only picked up by a receiver expecting data.

Load capacitance is another factor of the switching power dissipation. With regard to the 

power required to transmit and receive bus data, the gate capacitance can be neglected due 

to the wire capacitance being much more than the gate capacitance. Therefore, reducing 

the load capacitance can be done by optimizing the long wire. In this DSP architecture, 

each FU has been placed close to the others to make the wires as short as possible.

Self-timed Communication Protocol

The data communication on GIFU and LIFU uses a four-phase return to zero handshake 

protocol. This uses a request and an acknowledge signal to accompany the data; these 

signal its validity from the transmitter and acceptance by the receiver. The sequence used 

in as follows:

- Sender places valid data onto a bus.

- Sender issues a Request signal.
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- Receiver accepts the data when it's ready.

- Receiver sends an acknowledges back to the Sender.

- Sender can remove the data and start the next communication.

- Receiver sees the removal of the request line and removes its acknowledge 

signal.

Transmitted data must be valid at the rising edge of the request signal and a retum-to-zero 

has to occur before the next communication. LIFU has one input and one output bus with 

separate handshake control signals for each bus. When FUO wants to send data to FU 1 

via LIFU, the LIFU out request signal is produced. FU1 will acknowledge back after the 

data has arrived. However, to avoid a deadlock on the LIFU communication, at every time 

slot each FU will produce a LIFU out request. Therefore, on the input side, a FU has to 

detect whether data is needed or not.

GIFU has only one bidirectional bus which connects all four FUs. When FUO wishes to 

send data out onto GIFU, FUO issues a private request signal to a global communication 

control unit (at the top level). If the request is granted, all other FUs request for GIFU are 

blocked. As soon as the target FU receives the data, it places an acknowledge on GIFU 

and this is broadcast to all FUs. Similar to the LIFU communication, a deadlock is 

prevented by allowing all FUs to send their GIFU requests but only one FU will be 

enabled so it can put its data onto the bus.

3.4 Testability

When integrated circuit get larger, testing needs to be seriously considered. This is 

because in a large system, it is difficult to access internal nodes during testing and the 

number of test vectors required to test all aspects of the design, with a high probability of 

not missing any faults, grows exponentially. This results in larger testing time and 

incomplete testing.

CADRE-s considers the testing to be one of the most important issue for realizing real 

systems, so CADRE-s includes circuitry whose sole function is to help with the on-chip
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testing. Built-in testing with scan-design circuitry has been attached. The testing is 

accomplished by operating the circuits in two different modes: regular operation and test 

mode. In test mode, the data can be shifted through additional shift registers of each 

internal section. After the results are produced in the regular operation, these outputs are 

shifted serially out of the CADRE-s and compared to the known results. The major 

limitation of this technique is the large time required to shift in a long stream of data and 

the time to shift out the outputs of the acyclic logic circuitry.

In 1978, Stewart[78] proposed a technique called the scan/set technique related to scan- 

path design. This technique used shift-register flip-flops for shifting in data (test vectors) 

or shifting out results (test-result vectors) which were separate from the shift registers and 

other flip flops actually used during regular system operation. In addition, multiplexers 

are required that select system inputs from either the regular inputs or from the additional 

test-shift registers. With this scan/set technique, the output vectors can be shifted out 

during regular system operation. CADRE-s uses a normal scan-path with register flip- 

flops shared between regular operation and the test mode because the main objective of 

CADRE-s is not the speed of testing.

Result
RAM

Configuration
RAM

Operands
RAMs

data

address

dataaddressaddress

TFTFScan In Scan Out

FUNCTION UNIT

Figure 3.7: Scan-path in a FU of CADRE-s

Figure:3.7 shows an example of the scan-path used in a FU. This scan path carries a long 

input containing the A and B operands, the configuration (FU instruction) data and the 

result RAM data and their addresses. When both data and its address have been shifted to

Chapter 3: Asynchronous Parallel DSP 70



3.5 The example of Four-way Parallelism

the correct position, the clock will rise to input the data into the RAMs. However, (as a 

fall back position) if there is something wrong with the RAMs, there is the option to feed 

the scan input directly to the FU. When the algorithm execution is completed, the data in 

the result RAM can be read and shifted out via the scanout. This increases flexibility for 

the testing and operating of the chip.

The test board for CADRE-s is shown in Figure:3.8. The FPGA is used to transmit the 

binary code of the operand and instructions stored in the RAM/ROM to CADRE-s via the 

scan in path whilst the results are serially shifted out of CADRE-s via the scanout and 

stored in RAM or ROM controlled by FPGA.

scamn
5-bit

5-bit 
scanout

RAM
or

ROM
FPGA CADRE-s

Figure 3.8: Test board configuration

3.5 The example of Four-way Parallelism

To illustrate how the parallelism available can be exploited on CADRE-s, the execution 

of the FIR filter algorithm expressed by the equation:

M -  1

y(n) = ^  CkX (n_k)
Jt = 0

is presented. A simple way to map the FIR filter is if each FU processes four y(n) terms 

in parallel and each FU performs a quarter of the operations for each term. At the end, a 

final summation of the four partial sums is then performed. The example is shown in 

Table3.1 where the arithmetic operation format is operation source I, source2, destination 

for the multiply instruction (MPY), operation source 1, source2, sourced, destination for
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multiply-accumulate instruction (MAC) and operation sourcel source2 destination for 

the add instruction. NOP is a no-operation instruction. Sourcel and 2 are 16 bits whilst 

source3 and the destination are a 40-bit accumulator[A to D]. In addition, the notation 

fu[0-3] is used to indicated which functional unit is involved. Twenty five time slots are 

required to perform the example of the FIR filter with 20 coefficients (20-tap) and n = 0, 

1, 2 and 3 in Table3.1 and thirteen configuration memory instructions (in each FU) are 

required. This table also shows that the parallel architecture can gain a large performance 

improvement by about factor of three compared to a single execution unit that requires 80 

cycles time to complete this FIR example.

Table 3.1: Mapping a arrangement FIR 20-tap filter (n = 0, 1, 2, 3) onto four FUs

FUO FU1 FU2 FU3

mpy Xn,c0, a mpy a mpy Xn_2,C2, a mpy Xn_3 ,C3, a

mpy Xn.l5C0,b mpy Xn.2,Cltb mpy Xn_3,C2,b mpy Xn_4,C3,b

mpy Xb.2,Co,c mpy x n_3A>c mpy Xn.4,C2>c mpy Xn.5,C3,c

mpy x n_3,c0,d mpy X ^.C j.d mpy Xn_5,C2,d mpy Xn.6,C3,d

mac Xn_4 ,C4 ,a mac Xn_5,C5,a mac Xn_6,C6,a mac Xn.7,C7,a

mac Xn_5,C4 ,b mac Xn_6,C5,b mac Xn.7,C6,b mac Xn_8,C7,b

mac Xn„16,C16,a mac Xn_̂ 7,Cj7>a mac Xn_18,C18,a mac Xn_i9 ,C|9 ,a

mac Xn_]7,C16,b mac Xn_i8,C17,b mac Xn_j9 ,Cjg,b mac Xn.20,CI9,b

mac Xn.18,C16,c mac Xn_|9,Ci7 ,c mac Xn_20,C18,c mac Xn.2i,C19,c

mac Xn_19,C16,d mac Xn_20,C17,d mac Xn_21,Ci8,d mac Xn.22,C19,d

add ful:a,a,a add fu0:b,b,b nop add fu2:a,a,a

add fu3:a,a,a [y(0)] add fu0:c,c,c nop add fu2:b,b,b

add ful:d,d,d add fu3:b,b,b [y(I)] nop add fu2:c,c,c

nop nop add fu3:d,d,d add ful:c,c,c [y(2)]

nop nop add fu0:d,d,d [y(3)] nop

The possibility of reducing the power consumption at the algorithmic level depends on 

how the instructions are selected and mapped onto the parallel structure. As can be seen 

from the FIR filter example, the FU has to get new operands from the memory in every 

cycle. This results in a higher amount of memory access which dissipates power on each 

access. It also increases the switching activity within the multiplier and data buses. To
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reduce the amount of memory access, the technique of input buffering can be used if the 

amount of data is high enough to make a good trade-off between the power saving of 

minimal memory access and the power of buffers. On the other hand, the way that 

operations are mapped to the hardware dramatically reduces the amount of switching 

activity within the multiplier because the value on the data bus within each FU is held 

constant for four successive instructions compared to a different arrangement for 

accessing data which minimises the number of time slots; this is illustrated in Table3.2.

Here in Table3.2, a new coefficient is fetched at each time slot but is the same for all four 

FUs. Comparing it with the arrangement of TableS.l, the switching activity in the 

datapath of Table3.1 is reduced by about a factor of four. However, the different data 

arrangement FIR in Table3.2 requires only 20 time slots to produce four outputs (y0,y |,y2  

and y3) and only three configuration memory instructions per FU are required. This is a 

trade-off between minimizing switching activity with the number of time slots and 

configuration memory instructions. In chapter7, the power and energy consumption of the 

FIR filter with these two different mapping styles are presented and discussed in more 

detail.

Table 3.2: A different data arrangement for the FIR 20-tap filter (n = 0, 1, 2, 3) mapped
onto four FUs

FUO FU1 FU2 FU3

mpy Xn,C0, a mpy X ^ C q, a mpy Xn_2,C0, a m y  Xn„3>c0, a

mac X^^Ci.a mac Xn_2,C],a mac Xn_3,Ci,a mac Xn_4 ,Ch,a

mac Xn_2 ,C2la mac Xn_3,C2,a mac Xn_4,C2,a mac Xn_5 ,C2,a

mac Xn_3,C3ta mac Xn_4,C3,a mac Xn.5,C3,a mac Xn.6tC3,a

mac Xn. 16,Cl6,a mac Xn.17,C17,a mac Xn_18,C18,a mac Xn_19,C19,a

mac Xn_17,C17,a mac Xn.18,C17,a mac Xn_i9,Cj8,a mac Xn_2 o.Ci9,a

mac Xn_18,C18,a mac Xn_19,C17,a mac Xn.20,C18,a macXn_2 i,C19,a

mac Xn_l9,C19,a [y0] mac Xn_2(),C17,a [yd mac Xn_2j,C18,a [y2] mac Xn_22*C19,a [y3]
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Chapter 4: Energy Efficient Functional
Unit - The Adder and Multiplier

When an energy efficient design becomes vital, both high performance and low power 

design techniques need to be applied to the computing unit such as a functional unit (FU) 

in a general DSP. Making a high performance and low power arithmetical processing unit 

is not easy. However, the complex arithmetic functions such as division, multiplication, 

multiply accumulation and modulation share a common function - addition. Addition can 

be implemented by an XOR which is essentially a multiplexer circuit. Furthermore, the 

basic logic functions -XOR and multiplexer- are well suited to a pass transistor logic 

implementation. The number of transistor is therefore significantly reduced and this leads 

to a saving in the power dissipation and also increases the performance. Consequently, the 

functional unit based on pass transistor circuits is a good candidate for a compute 

intensive arithmetic unit of an energy efficient DSP. In addition, coherent energy saving 

design techniques have been employed at every design level - architecture, logic and 

circuit - of the FU.

4.1 Functional Unit Architecture

As is well known, arithmetic operations such as multiplication, addition and multiply- 

accumulate are the most commonly specified operations and occur in most cycles of a 

general DSP. This is confirmed by analysing the assembly codes of the DSP kernels for a 

FIR filter, 2 dimensional FIR filter using a 3x3 coefficient mask, matrix multiplication, 

Least Mean-Square (LMS) adaptive filter, and Adaptive Differential Pulse Code 

Modulation (ADPCM). The code for these was based on that for Motorola’s DSP56K 

family [26]. These kernel benchmarks have been analysed by the author for the frequency 

of arithmetic instruction use and the results are shown in Figure4.1. Looking at the results,

Chapter 4: Energy Efficient Functional Unit - The Adder and Multiplier 74



4.1 Functional Unit Architecture
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the MAC operation is significant in all kernels except the ADPCM. Surprisingly, 

considerable shifting is performed in the matrix multiplication and LMS code; this is to 

scale the numbers so they remain within range. The high use of the NORM instruction in 

the ADPCM code can be attributed to it including the conversion of PCM A-Law to/from 

U-Law[27]. Since overall the MAC operations dominate, the multiplier and its adder can 

be considered as a major source of power dissipation in a system. Consequently, great 

attention has been accorded the architecture, logic and circuit design of these features to 

ensure their better energy efficiency. Apart from these operations, special functions such 

as Hamming distance are also needed for complex DSP applications such as image 

processing and speech recognition whilst the normalization operation is required to 

convert from fixed-point to floating point numbers. Thus a special unit combining these 

two functions has been designed and implemented in this FU. The top-level architecture 

of the processing unit as shown in Figure:4.2, has been divided into two main 

components: the first component is the functional unit performing all arithmetic and logic 

operations such as multiplication, addition, multiply-accumulate, Hamming distance, 

normalization and shifting; the other is the 32x64 configuration memory which contains 

the encodings opcode i.e. the FU instruction.
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fir fir2d im ension m atrix
m ultiplication Ims ADPCM

cm p 0 0 0 0 % 1 1 .5 0 %
■  shift 0 10% 33% 4 7 % 6 %

■  a b s 0 0 0 0% 3%
■  norm 0 0 0 0 % 2 7 %

■  xor 0 0 0 0 % 3 .5 0 %
■  an d 0 0 0 0 % 17%

■  sub 0 0 0 0 % 7 .0 0 %

ad d 0 0 0 3% 13%
B m ac 100% 8 0 % 6 7 % 47% 0 .5 0 %

■  m py 0 % 10% 0 3% 11%

Figure 4.1: Analyse arithmetic instructions in DSP kernels
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Configuration 
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 32x64___

32-b FU instruction

Operand A
Output Result

FU
Operand B

40-bit datapath

Figure 4,2: Top-level functional unit architecture

The critical path of the FU architecture performs the arithmetic and logic operations. Two 

16-bit operands, A and B, are input to execute in the FU as soon as the FU instruction has 

been decoded. One of the differences between the FU in a general processor and a DSP 

are that the FU in a DSP requires a 40-bit datapath to support the fractional number 

calculations which are performed most of the time. Therefore, common arithmetic 

operations dominate the power consumption. In addition, some special computing such as 

Hamming Distance and Normalization are also needed to meet the performance target of 

digital signal processing. Thus the FU requires careful design.

The FU has a 16-bit output bus used to transfer the data out of the FU. At the end of some 

computations such as in the FIR and DCT algorithms, the output needs to be stored in the 

result RAM outside the FU. Since the communication between FU and RAM rarely 

happens during the processing of these algorithms, it should not significantly slow down 

the whole DSP when it occurs.

As mentioned before, the FU in a DSP has a heavy workload. Lowering the power 

dissipation of the FU will therefore result in a significant power saving. However, the 

overall performance is still required to meet its target - a minimum of 100 MIPs[28] for a 

3G mobile phone application. To meet these conflicting aims, simple pass logic transistor 

is adopted in a full custom design; this makes the FU less complex resulting in a smaller 

and faster design. In turn, this approach results in an energy efficient FU.
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4.1.1 Instruction Set

The instruction set of a FU has two types of orders: computational and data movement; 

these can be performed concurrently.

1) Computational instructions contain arithmetic and logical operations; the arithmetic 

instructions include Hamming distance, normalization, absolute maximum/minimum, 

maximum/minimum, shift, ADD, SUB, MPY and MAC (multiply and accumulate). The 

output destination of these operations is an accumulator register (A to D) within the FU.

2) Data Movement Instructions instructions process the data movement in or out of the 

FU. These instructions include an accumulator register to accumulator register transfer 

within the FU itself, an accumulator register to an accumulator register in another FU, or 

a movement of data to the output RAM.

4.1.2 FU datapath

\VB|I5:0|

Acc
Shift

M u ltip lie r

2W 2S

ALU

Figure 4.3: Functional Unit datapath

At an architectural level, a resource sharing technique has been used to minimise the logic 

gates required. Since the multiply-accumulate is a frequent operation in a DSP, the same 

adder can be used by both the addition and multiplication instructions. The addition of the 

multiplier outputs, the Partial Sum (PS) and Partial Carry (PC), is performed by the sole 

adder in the FU. This architecture, as shown in Figure:4.3, is unusual in that most DSP
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designs have a dedicated adder for the MPY and MAC operations and a separate adder is 

provided for addition. Having just one adder in the FU significantly reduces the amount 

of logic required in the datapath which in turn reduces power. This uses the concept of 

resource sharing. The MAC operation is performed in most cycles of general DSP 

applications. The multiplication is performed before the addition and the multiplier also 

requires the adder. If an adder is located in the multiplier and separately for doing the 

ADD instruction, full carry propagation can occur twice (once for multiplication and the 

other for addition); this will slow the MAC down. Thus sharing the adder logic can gain 

a significant power saving, reduce the amount of logic and enhance performance.

However, if a single adder in the FU is adopted, more than 2 operands may need to be 

summed in the adder. For example, the MAC operation requires three inputs -two for PS 

and PC of the multiplier and one for the accumulator (with or without shift). Furthermore, 

the rounding option in the addition, subtraction and multiplication orders results in 

another (constant-value) input. An adder in the ALU performing a four-operand addition 

(PS and PC from the multiplier, an accumulating value from the accumulators and a 

rounding constant) has a better performance compared to the usual 2 input adder because 

the four input carry save adder, can exploit the use of 3 input to 2 output compressors or 

4 to 2 compressors to reduce the carry propagation time.

Finally, transparent latches are inserted in front of the multiplier, the ALU, the second 

write port (2W) of the four accumulators (ACC) and the write back (WB) bus to prevent 

unnecessary switching in the datapath. This approach directly reduces the dynamic power 

dissipation.

As can be seen in Figure:4.3, the FU datapath allows the data to move in and out in parallel 

with the data processing. Conflicts in the data communication between each FU or a FU 

and RAM can be avoided since program scheduling at the software or compilation level 

can be applied to solve any such data conflict problem.
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4.1.3 A Data Flow

The best method to explain the execution of a functional unit instruction is to show the 

data flow in the FU datapath. The data flow is divided into two groups; the first group is 

data processing instructions and the second group is data movement instructions.

Data processing instructions

A data processing instruction requires two operands that are fetched from the operand 

RAMs. The operation corresponding to the opcode then takes place in the multiplier and 

ALU. Finally, the result is written into an accumulator register. The data processing 

instruction -MAC- is illustrated in Figure:4.4. Two operands are input to the multiplier 

and two outputs -PS and PC- produced. These are then summed together with the data on 

the shift accumulated (SFIACC) bus by the ALU. The result is placed in an accumulator 

register (ACC) via the 1W write port.
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Figure 4.4; MAC instruction flow in FU datapath

Data movement instructions

A data movement instruction involves all data transfers between an accumulator ACC of 

a FU to the ACC of another FU, or the data transfer between a FU and a RAM as shown 

in Figure:4.5. For example, the red lines show the movement from a RAM or from other
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FUs to an accumulator register. The blue line presents the data movement between an 

ACC and RAM whilst the green and brown line show the data movement between FUs 

via GIFU and LIFU, respectively. Finally, the data can use the FU as a bypass unit for a 

register to register move within the Register File via the gold line. This feature is built to 

support future requirements when the data has no need to execute as only movement is 

required. All data movements using the different sources are allowed to perform 

concurrently. Rather than leave the datapath largely idle during data movement, data 

processing instructions can also be executed in parallel. However, the accumulator read 

operation has to occur before the write operation is performed to avoid data hazard 

problems. More than one operation can occur concurrently within a single timeslot 

because of the number of available paths and possible input sources at different points. 

This parallelism gives the system great flexibility, and being able to access and then 

operate on data from another FU in a timeslot enhances the performance. However, this 

requires more complex self-timed control circuits.
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Figure 4.5: Data movement flow in FU datapath

4.2 Addition

A vital arithmetic operation which analysis reveals is frequently used in DSP algorithms 

as shown in Figure:4.1 is addition. The adder is on the critical path which determines the 

overall performance of the system. Furthermore, it also dissipates significant power due
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to its high usage. It is therefore essential to minimise the power and logic required for this 

operation.

In an addition, the carry propagation is a bottleneck for the speed. Many fast carry 

generator schemes such as carry-select, Manchester carry path, carry look-ahead, binary 

look-ahead, carry-skip and conditional sum need therefore to be considered. All detail of 

these adders can be found in[88]. These classical fast carry generators can be effected 

particularly efficiently by pass transistor logic implementing the multiplexer function. 

The carry select scheme, based on multiplexers, is one type of fast adder. However the 

number of multiplexers increases exponentially with word length as reported in [79]. The 

carry skip adder seems to give the lowest power dissipation compared to the other adders. 

Unfortunately, it takes a longer time to complete the addition compared to other carry 

accelerator methods [80]. The carry propagation delay of the Manchester adder is about 

(W+l)tmux[81], where W is the word length and tmux is the delay through a multiplexer, 

whilst the carry-look-ahead adder has a cany propagation delay of (log2 W)tmux but has a 

large fan-in of n. Finally, the carries in a conditional sum adder are generated in a similar 

manner to the carry-look-ahead and has the same delay; however it requires a larger 

silicon area[58]. The carry save adder is therefore adopted for use in the FU because it 

offers a good compromise between performance and power[82]; it is often chosen for high 

speed application for this reason. It is also widely used in a time multiplexed adder with 

many operands. Thus it is employed in the first stage of the adder in the FU where four 

inputs are required. However, the carry-look-head tree adder is adopted and mapped onto 

pass transistor circuits for the final (full carry propagation) addition to improve 

performance.

The compressor (which combines n inputs into m outputs where m < n) is employed in 

the first stage of the adder in the FU where four inputs are required. However, the carry- 

look-ahead tree adder is adopted and mapped onto pass transistor circuits for the final (full 

carry propagation) addition to improve performance. The first stage of the adder in the 

FU, involves adding up to four variables as shown in Figure:4.3. Compression is first 

performed using 4-2 pass gate compressors; these generate two outputs from the four 

inputs, and the two outputs are then added in a carry-look-ahead (CLA) tree. The cany- 

look-ahead equation, given in [81], has been modified to enable an easy efficient mapping
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onto pass transistor circuits. The carry is generated across blocks of four bits because 

simulation from [81], showed that this offered the best speed-power product. The carry- 

look-ahead tree is employed as the carry generator for the second stage of the adder 

following the post layout of simulations of the different adder types implemented on 

0.18pm running at 1. 8V as shown in Table4.1. The adder circuits have been simulated by 

the author using random numbers running on the Nanosim Simulator[150], see more 

detail in Appendix C.

Table 4.1: The comparison of 40-b adders

Adder Type 
based on pass 
transistor logic

Max. Add time 
(ns)

Avg. Power 
(mW)

Energy (pj) No. of Devices

CLA tree - 4 
bit blocks

2.6 0.43 1.12 3080

CLA tree -
2,8,16,8,4,2
blocks

1.5 0.88 1.32 3057

CLA 9.1 0.32 2.91 1520

Carry save - 
ripple adder 
blocks

3.8 0.78 2.96 3620

Carry save - 
CLA adder 
blocks

3.6 0.75 2.70 3540

The simulation results of the different adder types show that carry-look-ahead tree with 

4-bit per block gives the lowest energy whilst the fastest adder is carry-look-ahead tree 

with blocks of 2, 8, 16, 8,4 and 2 bits. However, a carry-look-ahead adder is suitable for 

low power applications where the battery lifetime is not a concern.

4.2.1 Carry-Look-ahead Tree Background

In this section, equations for each cany bit in a 4-bit block are evolved and transformed 

so that they can be mapped onto a multiplexer implementation. In the addition operation, 

the carries are generated using the iterative formula:

Cf+ 1 = CjPi + Gj 

where P i = A - + B{ or K t -  A i + 5,-
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a,  = AjBj

here Ci+1 is the generated carry, Cj is the cai*ry in, Pj is a propagate bit, the inverse of Pj 

is Kj (Kill propagate) and Gj is a generate carry bit. However, the equation of Ci+1 can be 

rewritten in terms of a multiplexer implementation as follows:

C/+1 = CiPi + C iGi ... Eq. 4.1

Because an adder tree can reduce the carry propagate time to be (log2 W)tmux, it is 

therefore used as the carry generation approach. Considering a block of 4 bits with the 

carry into the lsb of the block being Q, the generating functions can be defined as Kj(i) 

and Gj(i) and have been adapted by the author to map onto multiplexers from the 

equations given in [83]:

K J + i ( i + l )  = K j ( i ) K j ( i  + 1) + i f  : ( i ) Gj ( i  + 1)
_  _  ... Eq. 4.2

Gj + l (i+ 1) = Gj( i )Kj ( i+l )  + Gj ( i )Gj ( i+l )

where the initial values are K; and Gj where j and i are the recursive level and bit position 

respectively. Note that the updating functions Kj and Gj requires only two multiplexers; 

these have common inputs but different select signals. Therefore, the carry generation 

from equation (4.1) can be written based on these recursive functions as follows:

Ci + 1 = C,Xo(i') + Q G 0(i)
... Eq. 4.3

C/+ i = C, K0(i) + CiG0(i)

Hence

Ci+2 = Ci+1K0(i+l) + Ci+1G0(i+l)

= ([CiK0(i) + CiG0(i)]K0(i+l) + [CjK0(i) + CA,(i)]G0(i+ l))  Eq. 4.4

= Ci[K0(i)K0(i+l) + K0(i)G0(i+l)] + Ci[Go(i)Ko(i+l) + G0(i)G0(i+l)]

Assigning [K0(i)K0(i+l) + K0(i)Go(i+l)] = K^i+1) and [G0(i)K0(i+l) + G0(i)Go(i+l)] = 

G^i+1)
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Ci + 2 = C ^ O ' + l J  + Q G ^ + l )
... Eq. 4.5

C/ + 2 = CiK 1{ i + \ )  + CiGi(i+ 1)

Similarly

c i+3 = Cj+2K0(i+2) + ^i+2^o(i+2)

and replacing Ci+2 and Ci+2 in the equation for Ci+3 gives

Ci+3= [q K ^ i+ l) + CiG1(i+l)]K0(i+2) + [CjKiG+l) + CiG1(i+l)]G0(i+2)

= Ci[K1(i+l)K0(i+2) + K1(i+l)G0(i+2)] + Ci[G1(i+l)K0(i+2) + G1(i+l)G0(i+2)]

As with Ci+2, assigning K^i+2) = [K1(i+l)K0(i+2) + K1(i+l)G0(i+2)] and Gj(i+2) = 

[Gj(i+l)Ko(i+2) + G1(i+l)G0(i+2)]J Cj+3 can be rewritten as follows:

Cj+3 — CjK|(i+2) + CjGj(i+2) and

Ci+3 = CjKiCi+2) + CiG1(i+2)

When Cj+ 3  is substituted in to the equation for Ci+4, the equation becomes:

Ci+4 = qtKGi+^KoCi+S) + K1(i+2)G0(i+3)] + Ci[G1(i+2)K0(i+3) + G1(i+2)G0(i+3)]

However, Ci+4 cannot be produced until Kj(i+2) and G^i+2) are ready. The equation is 

therefore rewritten to form Ci+4 faster as:

Ci+4 = Ci+3 K0(i+3) + Ci+3G0(i+3)

= [Ci+2 K0(i+2) + Ci+2G0(i+2)]K0(i+3) + [Ci+2 K0(i+2) + Ci+2G0(i+2)]G0(i+3)

= c i+2 [K0(i+2)K0(i+3) + K0(i+2)G0(i+3)] + Ci+2 [G0(i+2)K0(i+3) + G0(i+2)G0(i+3)]

Assigning [K0(i+2)K0(i+3) + K0(i+2)G0(i+3)] = K^i+3) and [G0(i+2)K0(i+3) + 

G0(i+2)Go(i+3)] = Gj(i+3) and replacing Ci+2 with equation (4.5) yields:
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Ci+4 = [QK^i+1) + CjG](i+l)] K t(i+3) + [QK^i+1) + CiGjCi+lMG^i+3)

= CiDK*!(i+1 )Ki(i+3) + K ^i+ l^C i+S)] + QfGjCi+l) K^i+3) + G1(i-t-l)G1(i+3)]

Assigning [K^(i+l)Kj(i+3) + Ki(i+l)Gj(i+3)] ~ K2(i+3) and [G[(i+l)K.j(i+3) + 

Gj(i+l)G^(i+3)] = G2(i+3) reduces the equation of Ci+4 to:

Ci+4 = CjK2(i+3) + CiG2(i+3) and

Ci+4 = CjK2(i+3) + CiG2(i+3)

This completes the formation of the mapping of 4 bits of the carries in the carry-look- 

ahead tree onto a multiplexer implementation.

4.2.2 Carry-Look-Ahead Tree Implementation

As the equations of the carry-look-ahead tree show in the previous section, the circuit can 

be implemented using multiplexer functions (excluding the formation of the propagate 

and generate bits, Pj and G{). A bypass/exchange function is required in the Ci+2, Ci + 3  and 

Ci+4 carry generator circuits. This takes 2 inputs and either passes them straight through 

or swaps them, depending on the control input. This can be implemented with two 2-input 

multiplexers which logically have the functionality:

Z ^ S jI N j +  S jUN^

z 2 — S2INi + S2IN2

This leads to the block for the 4-bit cany-look-ahead tree implemented entirely by the 

multiplexers as shown in Figure:4.6

Using a 4-bit cany-look-ahead tree unit, the 40-bit cany-look-ahead tree can be built by 

10 blocks of these 4-bit units. The carry propagates from the bottom (C0) bit to the top 

cany bit (C4) of the 4-bit unit within 3tmux and uses 12tmux for the delay cany-chain of 

the 40-bit carry-look-ahead tree. The delay of a W-bit CLA-tree implemented by 4-bit 

unit is therefore ((W/4)+2)tmux as shown in Figure:4.7 for an 8-bit adder where the 

multiplexer generating the sum is shown only for the LSB in each 4-bit unit. The times tg,
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Gi+3 Ci+4
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Ci+3Gi+2 ypass/
xchangeKi+2

Ci+2Gi+1

Ki+1
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Exchange

Bypass/
Exchange

Bypass/
Exchange

Ci

Figure 4.6: The structure of 4-bit cany-look-ahead tree block

t[, etc. refer to the time at which a particular point in the circuit becomes valid. It can be 

seen that the carries into the most significant four bits are valid at t4  so the correct sum is 

available at t5. The time through the multiplexer is very small because the pass gate 

implementation gives good overall performance.

4.2.3 Adder Implementation

The adder of the implemented FU is shown in Figure:4.8. Input A can be selected from 

PS or operand A and input B from PC or operand B, where PS and PC are the multiplier 

outputs. The input SHACC is used when the multiply-accumulate operation is performed. 

The SHACC input is generated from the second read port of the accumulator registers 

which is then passed through the shifter. There is therefore the option to modify the value 

of the accumulator input. Finally, the constant input is used when a rounding constant is 

required by an instruction and this input also carries the eight cany bits from the 

multiplication. These cany bits are formed to be at bits 0, 2,4, 6, 8, 10, 12 and 14 in order 

to match the same position as the LSB of each partial product from the multiplier, these 

carries can then be dealt with by existing logic can be connect with other parts of the
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Figure 4.7: An example of the delay characteristic in an 8-bit CLA multiplexer tree

multiplier saving both time and power. As usual, inputs are inverted when subtraction is 

needed.
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* 4 0 -b  bus
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Figure 4.8: The adder structure of this FU
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The addition here has two stages; the first stage is used to compress from four inputs to 

two inputs and these are then summed up in the second stage. Details of the 4-2 

compressor will be given in the multiplier section. The carry-look-ahead tree discussed in 

section 4.2.2 is used in the second stage of the adder in order to reduce the delay time of 

the carry propagate. Additionally, subtraction can be simply performed in the adder by 

using the one’s complement input and setting the carry input to be 1.

The adder is implemented by using only pass transmission gates. This makes the adder 

achieve both high performance and low power design. The results from post full-custom 

layout on 0.18um process technology operating at 1.8V show that the 4 input 40 bit adder 

consumes an average power of only 7.56mW at a throughput equivalent to 250 MOPs. 

The energy efficiency of this adder appeal's to be better than those recently reported[81].

4.3 Multiplication

Multiplication is a basic arithmetic operation that is fundamental to digital signal 

processing. Both multiplication and multiply accumulate operations are performed by the 

multiplier. Furthermore, the multiplier is involved in most time slots during the execution 

of DSP algorithms such as the FIR filter, Discrete Fourier Transform (DFT), DCT or 

Lineai' Predictive Coding (LPC). The multiplier in a general DSP processor is required to 

operate with high performance whilst keeping the power dissipation low. The architecture 

and circuit implementation of the multiplier therefore needs to be considered carefully.

4.3.1 Background

The basic multiplication scheme is a multi-operand addition process.

Assume

a is the multiplicand = ak-1, ak-2,..., al, aO 

x is the multiplier = Xk-1, Xk-2,..., XI, X0 

P is the product (a x X) = P2k-1, P2k-2,..., PI, P0

Chapter 4: Energy Efficient Functional Unit - The Adder and Multiplier 88



4.3 Multiplication

For example, the multiplication of two k-bit operands can be completed in k cycles of 

shifting and adding. In multiplication with left shifts, the partial product terms Xja (each 

term is either 0 or a), are added up from least to most significant:

P u + i )  = 2 P J + x k_J_la with P(0) = 0 and P(k) = P

The basic multiplication can also be implemented with a right shift algorithm. In this 

multiplier, partial product term Xja are accumulated from most to least significant:

Pu+1) „ (Pj + Xja2k)2~l with = 0 and P ^  = P

These two basic multiplications of course yield the same result. There is no difference 

between the two styles when parallel multiplication is adopted in terms of the logic used, 

due to all partial products being formed in parallel and needing to use 2k-1 bit wide 

additions as shown in Figure:4.9. However, left-to-right has a speed advantage due to 

using a cany free addition. In[84], a left-to-right (LR) cany free array multiplier was 

proposed where the final addition step to produce the most significant bits of the product 

was avoided by using concurrent absorption of any carries in parallel with the linear 

reduction in[85]. This structure is called Leapfrog and takes advantage of the delay 

imbalances in adders. Its disadvantage is a hardware overhead. The decision of which 

multiply algorithm to adopt therefore depends on the aims of the applications.

For mobile phones and portable applications, these complex systems are expected to 

support the requirements of modern features such as multimedia, high quality games and 

so on. The parallel or tree multiplier with a high performance carry save adder (CS A) tree 

as shown in Figure:4.10 is justified for these applications [86] and [87]. A dot in 

Figure:4.10 represents one bit and shows the cany save adder functions in dot notation. 

The three dotted lines above the dashed line are inputs and these are summed to produce 

two outputs: the partial sum (PS) and partial carry (PC). The circuit compresses three 

inputs to two outputs so it is called a 3-2 compressor or 3-2 counter. A CSA adder tree 

using 3-2 compressors can reduce n partial products to two numbers within 4 levels.

For a k x k multiplier, k partial products are produced and a k-input CSA tree is used to 

reduce them to two operands for the final addition. However, the number of partial
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•  = 1 bit

Right to Left

Left to Right

Figure 4.9: An example of the LR and RL in 8-bit parallel multiplier

3—2 compressor

Ini
In2
In3

PS
PC

3-2 3-2

3-2

3-2

3-2

CSA function Tree of CSA

Figure 4.10: Carry save adder (CSA) and tree of CSA adder reducing 7 numbers to 2

products and the logic depth of the CSA can be reduced using modified Booth’s 

algorithm.
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The original Booth’s algorithm considers a group of ones to be signed. Booth observed 

that whenever there are a large number of consecutive Is in the multiplier, multiplication 

can be speeded up by replacing the corresponding sequence of additions with a 

subtraction at the least significant end and an addition in the position immediately to the 

left of its most significant end. The modified Booth’s algorithm as shown in Table4.2[88] 

considers multiplier bits in pairs and treats the pair as a signed two’s complement number; 

this algorithm requires no additional adjustment for negative multipliers. When modified 

Booth’s multiplication is performed, only the multiples ±a and ±2a of the multiplicand (a) 

will be required, all of which are easily obtained by shifting and/or complementing.

Table 4.2: Modified Booth’s recording

Xi+1 Xi Xi-1 Action Explanation

0 0 0 0 No string of Is in sight

0 0 1 la End of a string of Is in X

0 1 0 la Isolated 1 in X

0 1 1 2a End of string of Is in X

1 0 0 -2a Beginning of a string of Is in X

1 0 1 -la End one string, begin new string

1 1 0 -la Beginning of a string of Is in X

1 1 1 0 Continuation of string of Is in X

The higher radix leads to fewer partial products (PP) but requires more complex hardware 

and a longer time for decoding. The radix-4 Booth’s recoding (i.e. the modified Booth’s 

algorithm) has been chosen to generate the PP in this design because for larger radices the 

number of multiples required goes up exponentially. Furthermore, odd multiples will take 

time to generate and be power hungry; for example the radix-16 Booth’s recording (4-b 

per cycle) requires the generation of the multiples {+0, ±a, +2a, ±3 a, ±4a, ±5 a, ±6a, ±7 a, 

±8a}. It is hard to implement ±3a, ±5a and ±7a.

Radix-4 modified Booth’s algorithm can be viewed as a digit-set conversion with the 2 

bits denoting the numbers 0 to 3 converted to the set of {-2,2}. Effectively the two bits are 

treated as a signed two’s complement number. Furthermore, forming the partial product 

is easy as it is just a set of AND gates. With a radix-4 modified Booth’s algorithm, the
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number of PPs can be reduced by half, whereas the delay of the PP generation is not as 

long as if radix-8 were used.

(  P a r t i a l  P r o d u c t )

^  P a r t i a l  P r o d u c t  j
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M u ltio p c rim d s  a d d it io n  tree

PC PS

Adder

F in a l r esu lt

Figure 4.11: A general structure of 8-bit parallel or tree multiplier

Figure:4.11 shows the general structure of a full-tree multiplier. The parallel or tree 

multiplier consists of two main components: partial product generation (PPG) and the 

addition of those partial products (PPs). If the multiplier is aimed at a low energy 

applications, the parallel multiplier should be used. The serial-parallel multiplier does use 

less logic but it is worse for power because the resister uses a relatively high amount of 

power and performance comparison is illustrated in Figure4.12 where two basic 

multiplier structures of a serial-parallel and tree multiplier are compared in terms of 

execution time and energy for the partial product addition (since the logic to form the PPs 

in both is the same).

The power P depends on the logic active at anytime. Thus the energy E, which is the 

product of power and time, is the sum of the power from the active logic times the time t 

that it active. The time t in turn depends on the logic delay and cycle time. The estimated 

energy of the serial-parallel multiplier is relative high due to the high power dissipation 

in the pipeline registers. In addition, the serial-parallel multiplier would require 4 cycles 

to complete a multiplication which makes the energy per operation high. Thus the tree
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multiplier has a better potential to be an energy efficient multiplier than the pipelined 

multiplier and has thus been adopted.

PP addition in 
1 6x16 tree multiplier

4 PPs 4 PPs

CSA
( 4 - 2 )

CSA
(4 -2 )

CSA
(4 - 2 )

fa s t  a d der

3t

3t

15t

result 

Delay = 211

Power = 4P
Energy per operation = 84Pt

PP addition in 
16x16 serial—parallel multiplier

2 PPs/cycle

CSA
( 4 -2 )

p ip e lin e  reg is ter

fa st  ad d er

3t

15t

result

Delay = 4t*4 + 15t = 31t
(Notes that this multiplier requires 4  cycles)

Power = 12P
Energy per operation = 372Pt

Figure 4.12: Energy estimation of serial-parallel and tree multipliers

Partial Product Generation

In the basic tree multiplier structure, there are many places where fast or low power design 

techniques are able to be applied. Thus these are many trade-offs between performance 

and power. Radix-4 modified Booth’s algorithm, used in this design, appears a good 

compromise and the partial products are formed using a set of AND gates.

Partial Product Addition

For partial product addition, several methods such as the ripple carry adder, the CSA, the 

CSA tree, the Wallace tree[89] and Dadda’s strategy[90] are all candidates for the 

addition scheme in the parallel or tree multiplier. Both Wallace’s and Dadda’s strategies 

are based on compression techniques which were first introduced by Weinberger[91]. The 

differences between Wallace and Dadda are that the Wallace tree tries to combine the
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partial product bits at the earliest opportunity, whilst Dadda’s scheme combines them as 

late as possible and keeps the critical path (level) of the tree minimal. So Dadda’s 

structure is simpler but has a wider CPA at the end compared to the Wallace tree. 

However, combining the partial product bits as soon as possible makes the Wallace tree 

scheme faster than Dadda.

The 4-2 compressor is popular in many digital multiplication and multi-operand addition 

schemes because of its performance. However, the compressor differs from Dadda’s 

counter in that it is not necessary to have the pattern of M outputs drawn from 2M inputs. 

An N:M compressor in essence is a variation of the Dadda counter that employs a separate 

path between compressor units in order to generate M final outputs using N>2M input bits. 

The 4-2 compressor is based on a 5:3 counter structure because it is impossible to use 2 

output bits to represent the 5 binary input bits resulting from the following equations:

PS = PI ® P2 ® P3 ® P4 ® Cin

PC = Cin(P 1 © P2 0  P3 ® PA) + P3{Pl ® P I  © P3 © PA) ... Eq.4.6 

Cout  = Pi {P 2 ® PA) + P2(P2 ® PA)

The truth table corresponding to the above equations is shown in Table4.3 where the three 

output, PS, PC and Cout, have the bit weight of 2° 2 l 21, respectively. The reason for 

using two bits weight 21 for PC and Cout so that the outputs from compressor i need only 

feed to compressor i and i+1 in the next stage. This leads to a convenient layout 

implementation.

Table 4.3: Truth table of 4-2 compressor

PI P2 P3 P4 Cin Cout PC PS

0 0 0 0 1 0 0 1

0 0 0 1 0 0 0 1

0 0 0 1 1 0 1 0

0 0 ] 0 0 0 0 1

0 0 1 0 1 0 1 0

0 0 1 1 0 0 1 0

0 0 1 1 1 0 1 1

0 i 0 0 0 0 0 I
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Table 4.3: Truth table of 4-2 compressor

PI P2 P3 P4 Cin Cout PC PS

0 I 0 0 1 0 1 0

0 1 0 1 0 1 0 0

0 1 0 1 1 1 0 1

0 1 1 0 0 1 0 0

0 I 1 0 1 0 I 1

0 1 1 1 0 1 0 L

0 1 1 1 1 1 1 0

1 0 0 0 0 0 0 1

1 0 0 0 1 0 1 0

1 0 0 1 0 1 0 0

I 0 0 1 1 1 0 1

1 0 ] 0 0 0 1 0

1 0 1 0 1 0 1 1

] 0 1 1 0 1 0 1

1 0 1 1 1 I 1 0

1 I 0 0 0 1 0 0

1 1 0 0 1 1 0 1

1 1 0 1 0 1 0 I

1 1 0 1 I 1 1 0

1 1 1 0 0 i 0 1

1 1 1 0 1 1 1 0

1 1 1 1 0 1 1 0

1 1 I 1 1 1 1 1

4.3.2 Multiplier Implementation

The 16x16 fixed-point multiplier has been implemented using two’s complement 

numbers to produce a 40 bit result for a 40 bit DSP datapath. To explain the multiply 

scheme, the structure of the row and column in an Excel worksheet has been used. Each 

cell in Figure:4.15 represents a single bit which can be a zero or one. A horizontal row 

represents a partial product, whilst the latency of a multiplication is related to the height 

of the PP section (the maximum number of cells in any vertical column).

As previously stated, the multiplier employs a modified Booth’s algorithm (radix-4) to 

produce the 8 PPs required in parallel. Because of using modified Booth’s algorithm, the 

numbers of PP is reduced by half compared to a conventional add and shift algorithm.
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This leads to less hardware and can be faster because the depth of cells is reduced. In 

modified Booth’s logic, six types of control signal are generated denoting the multiple of 

the multiplicand required to be added. These are plus one times the multiplicand (+a), 

minus one times the multiplicand (-a), plus two times the multiplicand (+2a), minus two 

times the multiplicand (-2a), zero(Z) and a carry (C) for the adder when a subtraction is 

performed in the current cycle rather than addition. These control signals are generated 

for each pair of multiplier bits and are used to control the partial product generator (PPG) 

to produce the 8 PPs, as shown in Table4.4.

Table 4.4: Partial Product Generator

Multiplier +a -a +2a -2a z c Selection

000 0 0 0 0 1 0 0
001 1 0 0 0 0 0 l*Multiplicand

010 1 0 0 0 0 0 1 ̂ Multiplicand

011 0 0 1 0 0 0 2!l!Multiplicand

100 0 0 0 1 0 1 -2*Multiplicand

101 0 1 0 0 0 1 -^Multiplicand

110 0 1 0 0 0 1 -^Multiplicand

111 0 0 0 0 1 0 0

4.3.3 Input Swapping

Power dissipation of a parallel multiplier mainly arises from the switching activities of its 

functional blocks. One of the two inputs data is sent to the Booth’s encoding block where 

the multiplier is decoded to generate the correct partial products in the PPG. Therefore, in 

the multiplication process, the control bits for the input with the smaller effective dynamic 

range should be used for the Booth’s encoding to increase the chance of neighbouring 

partial products being ‘O’. The results from a 0.18pm@1.8V post-layout multiply- 

accumulator simulation with a throughput rate at 200 MHz are shown in Table4.5 and 

illustrate the different power consumption when the multiplier has a different number of 

ones with the multiplicand remaining constant.
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Table 4.5: Power dissipation the different dynamic range inputs (multiplicand is constant)

Number of non-zero multiplier Power (mW)

010 1.98

01010 2.16

0101010 3.42

010101010 5.04

01010101010 5.04

0101010101010 7.02

010101010101010 7.20

01010101010101010 8.28

From the experimental results in Table4.5, swapping two inputs may reduce the energy of 

the multiplier. However, this needs further investigation since swapping inputs requires 

additional hardware and hence extra power. The block determining if inputs should be 

swapped is as shown in Figure:4,13, It detects the effective dynamic ranges of the input 

data. This block will make a decision whether the two input data paths should be 

exchanged or remain unchanged.

A2A15B15

CounterCounter

Count 1(A)Count 1(B)

Subtraction

If Count 1(A) < Countl(B) Multiplier = A,
else Multiplier = B 

Figure 4.13: Determination block
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The determining block mainly contains XOR gates to scan and count the number of non- 

successive ‘0’s or ‘l ’s at the A and B inputs and generates a signal to select the operand 

with the smaller number of non-successive ‘0’ or *1’ inputs as the multiplier. The other 

input then becomes the multiplicand. However, there is also a latency of this logic that 

needs to be considered carefully. The simulation result of a 16-bit determining block 

shows that it takes about 1.4 ns to generate the select signal for switching the inputs of the 

multiplier, whilst the average power it dissipates is about 9mW at a speed of 666 MHz 

(where data is fetched every 1.5 ns). Therefore, swapping inputs should be used when the 

delay and power dissipation of this block are lower than the power that can be saved when 

it is applied in the multiplier. Simulation of the multiplier power shows that the 

determination block to swap the inputs does not save energy and therefore input swapping 

has not been adopted for the design.

The PPG here is implemented by using four pass transmission gates for the +a, -a, +2a, - 

2a multiplicand selection, and one N-MOS transistor for Z as shown in Figure:4.14; this 

makes the PPG small and fast. Taking into account the need for true and inverse control 

signals, 9 control signals as shown in Figure:4.14 are needed to produce each PP. This is 

another trade-off between a large number of control signals and the small number of 

transistors in the PPG. This multiplier chooses to have a large number of control signal 

because the large number of wires required between Booth’s logic and the PPG has been 

wired by hand. Therefore, the wiring load capacitance and the area is relatively small 

compared to the overall design.

4.3.4 Sign Extension

The eight PPs shown in Figure:4.15 are the output of the PPG which produces eight 16 bit 

PPs (which is the same as the multiplicand length). However, the output is expected by a 

general DSP to be in 40-bit format. So each PP has to be sign-extended to 40 bits prior to 

their addition. The energy saving approach in the multiplier is to reduce the logic for the 

sign-extended bits by using a pre-calculated sign extension, as shown in Figure:4.16, over 

a group of 4 PPs. This pre-calculated number assumes that all partial products negative 

and thus have a sign bit of one.
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M u ltip l ic a n d

Figure 4.14: Partial product generator circuit
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Figure 4.15: Eight PPs presented in excel worksheet

In Figure:4.16, the assumed sign extension for PP1 to PP3 are shown and when added 

yield the sign extension constant shown along the top line. If the real PP has a most 

significant bit (msb) equal to one, no adjustment is necessary. In contrast, when the real 

MSB is zero, adjustment is required equivalent to all the ‘one’ bits in the extension being 

flipped back to zero. This is achieved by adding a Px (x = 1 to 3) in the bit position shown; 

it should be noted that the ‘O’s in the sign extension constant makes it less likely that the 

carry chain will extend across all bits in the extension constant. It is believed this 

technique is used commercially although details are not reported because of commercial
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Figure 4.16: Pre-calculated sign extension

sensitivity. With this technique, the constant number required can be computed before the 

multiplication takes place in the hardware. This allows the addition hardware of the sign- 

bit part to be reduced.

In the addition of the PPs, most designs use a carry save adder (CSA) to avoid long latency 

with some designs adding pipelining as well to increase the addition speed. Yet others use 

an iterative pipeline addition including a shift register to make the circuits small but this 

gives a long multiply latency. However, they are not suitable for the energy efficient FU 

in this parallel DSP because whilst the iterative multiply has less power dissipation; it 

spends a longer time to complete the multiplication due to the number of partial products 

to be added. Furthermore, the iterative multiplier requires more complex control circuits 

and shift registers. Therefore, it is not as good in terms of energy efficiency as the parallel 

multiplier implemented here. The parallel multiplier has been designed as shown in 

Figure:4.17

The Wallace tree [891 has been applied in the addition of multiplier instead of the well- 

known Dadda's strategy[90] as the partial products combining takes place as late as 

possible. Therefore. Wallace's method is faster than Dadda's. The addition of the PPs is 

usually done in 3 levels of compressors as shown in Figure:4.18(a). At the top level, two 

groups of compressors compress a group of 4 PPs to two outputs. In the second stage, two 

groups sum the four outputs from the top level in 3-2 compressors, with 4-2 compressors
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PS I—bit carry
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Figure 4.17: Parallel multiplier architecture

used at the final level[91]. If the multiplier bits require a -a or -2a, then the multiplicand 

bits are inverted and +1 is input to the addition tree to form the two’s complement input 

to the second stage. In the CADRE-s design, the second level compressors are omitted as 

the carry bits are forwarded directly to the 4-input adder, as shown in Figure:4.18(b).

A significant reduction in logic arises from losing the second level compressors and this 

both improves performance and saves considerable circuitry as can be seen in 

Figure:4.18(b). As a result of using this tree structure topology, the number of stages 

traversed by each input is approximately the same for all inputs. This leads to a balanced 

delay tree and results in less switching activity due to input skew.

The post full-custom layout simulation on a 0.18um process operating from 1.8V (on 

Nanosim) shows that the multiplier can produce a PS and PC every 1.5 ns in the worst 

case of random inputs and consumes an average power of only 10.8 mW at this speed. A 

comparison against other designs is difficult because of the differences in teim of process 

technology and bit width. However, selecting some other low energy designs that have 

been reported such as the 16x16 multiplier (32-b output) on a 0.09 micron process 

technology running from 1.2V[92], the 4x4 wave pipeline on a 0.18 micron process 

running from 1.8V[93], a 16x16 pass transistor multiplier (32-bit output) on a 0.8 micron 

mnning from 3.3V[94] and a 16x16 multiplier (40-bit output) on a 0.13 micron process
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Figure 4.18: The conventional Wallce tree and this addition tree

running from 1.2V[95]. To get some idea of the relative merits of CADRE-s multiplier, 

all results have been scaled to a 0.18pm geometry running from 1.8V. Whilst scaling does 

not take into account all effects, the results do give an indication of the energy efficiency 

of the different multipliers. Table4.6 shows the lowest energy consumption (PDP) and 

energy delay product (EDP) of the multiplier described here (including the time to add 

and the adder energy) compared to others reported; it demonstrates a good compromise 

between performance and power for the 0 .18pm. process used. The power delay product 

(PDP) can be useful for comparisons in which absolute energy values are not known[96] 

whilst the energy delay product (EDP) is normally used when the circuit-speed is 

important for an energy efficiency comparison.
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Table 4.6: Comparison of energy delay product of multiplier

Types Scaled Power to 
0 . 18um @ 1.8V  

(m W )

Speed
(M Hz)

Energy
(PDP)
(pJ)

E nergy-Delay
(EDP)

(pJ x ns)

CADRE-s 3.64 200 18.2 91.0

[92| 49.5 500 99.0 198.0

|931 74.48 167 446.8 2,681.3

|941 11.34 44 257.0 5,855.5

[951 201.9 435 464.4 1,068.0

4.4 Multiply Accumulate (MAC) Operation

others Booth

Adder tree
34%

add sta g e l
13%

Figure 4.19: Average power breakdown of the multiply-accumulator (MAC)

The MAC instruction is widely used in DSP applications as shown in Figure:4.1 and is 

performed by the 16x 16 bit multiplier and 4-input 40-bit adder previously described. The 

power dissipation ratio in the MAC unit is analysed in this section. Random numbers have 

been used in the simulation of the post-layout netlist at a speed of 200 MHz where
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Nanosim Simulator has been used for getting the power and timing information of the 

designs here and others in the thesis. The resistors are not included in the post-layout 

netlist according to the limit of tools and simulation time. Therefore, it is impossible to 

put the resistor information into the post-layout netlist. However, from the author’s 

experience simulating a small circuit by using SPICE, this resistors can affect the overall 

power consumption by 10%.

A breakdown of the power dissipation for the blocks within the multiplier and adder is 

depicted in Figure:4.19. It can be seen that the dominant source of power consumption is 

the addition tree where eight partial products are summed to produce the partial carry and 

the partial sum. The addition stage2 (carry-look-ahead tree) is the next greatest source of 

power dissipation, whilst the Booth’s logic circuit dissipates only 9% which is the same 

as the other logic such as the multiplexer and bus selection decoder circuits; the smallest 

power is dissipated in the partial product generator (PPG). The pie chart also shows that, 

if the ADD instruction is performed, the power dissipation is about 41% that of the MAC 

or MPY instruction. Therefore, numbers multiplied by a power of 2 should be transformed 

to use the ADD instruction instead.

In this chapter, the designs for a multiplier and adder in CADRE-s for good energy 

efficiency have been described. As a result, CADRE-s can operate with energy efficiency 

when running DSP algorithms which contain a large number of MPY, MAC, ADD and 

SUB instructions. However, other functions such as Hamming distance and normalization 

are also necessary. These functions and other components such as shifter, accumulator, 

timing and control circuits me described in the next chapter.
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Chapter 5: Energy Efficient Functional
Unit - Hamming Distance, 
Normalization, Timing and Control

5.1 Hamming Distance and Normalization

Although most operations feature addition or multiplication, other operations such as 

saturation, Hamming distance (HD) and normalization (NORM) are also required in the 

DSP algorithms.

The Hamming distance function is a count of the number of bits which differ in two data 

words. It is an essential operation in image processing applications, pattern recognition, 

intelligent processing systems and nearest matching applications [97]. It is therefore a 

necessary instruction in a general DSP. The first step in forming the Hamming distance is 

to perform a comparison between the two words and some recent publications describe 

this comparison[98]. A mixed-signal design, using capacitive threshold logic gates to 

implement the comparator in the HD is described by Fujino and Moshnyaga[99]. Using 

these gates, the comparator consumes less area but has high power consumption due to 

having a large capacitance per bit since these gates are charged biased circuits. It 

dissipates even more power by charging and discharging the capacitances every cycle and 

this also increases the delay overhead. Asada et al. presented a HD comparison circuit 

not using a conventional two's complement coding which is targeted at an associative 

memory [100]. As the largest number is output rather than the number of ones between the 

two numbers, this approach is unsuited to a general purpose DSP processor.

The Hamming distance unit in this FU uses a parallel bit comparator and then sums the 

output in parallel count circuits as shown in Figure:5.1. The logic is implemented using 

pass transistor circuits; this makes the design fast and gives it low power consumption.
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An example of finding the 40-bit Hamming distance is shown in Figure:5.2; the input 

patterns differ in seven bit positions (leading to seven being output).

Input

t >

4:2 compressor tree

X
o
R

* -rr i

+

+
+

Comparison

+
Output

Count Stage using 
parallel addition tree

Figure 5.1: A structure of the parallel comparator and counter

40—b Hamming distance

A = 0 0 0 0  1 1 0 0  1101 0 0 1 1 0 1 1 1  0 0 0 0  0 0 0 0  0 1 0 1  0 0 0 0  0 0 0 1  

0
B = 0 0 0 0  1111 1101 0 0 1 1  0 0 0 0  0 0 0 0  0 0 0 0  1111 0 0 0 0  0 0 0 1  

Z = 0 0 0 0  0 0 1 1  0 0 0 0  0 0 0 0  0 1 1 1  0 0 0 0  0 0 0 0  1 0 1 0  0 0 0 0  0 0 0 0  

H D  o u t p u t  =  0 x 7

40—b Normalization

3 9 .........3 2  31 . 3 0  2 9  2 8  ................................................................... 0
< o v erflo v v > | < --------------------f r a c t io n --------------------------------->

binary p o in t

0 1 0 0  0 0 0 0  0  . 0 0 0  x x x x  x x x x  x x x x  x x x x  x x x x  x x x x  x x x x  

sh ift  r igh t b y  8 

0 0 0 0  0 0 0 0  0  . 10 0  0 0 0 0  0 0 0 0  x x x x  x x x x  x x x x  x x x x  x x x x  

e x p o n e n t= 8

m a n tis sa = 1 0 0 0  0 0 0 0  OOOx x x x x  x x x x  x x x x  x x x x  x x x x  

0 0 0 0  0 0 0 0  0  . 0 0 0  0 0 0 0  0 1 1 1  I x x x  x x x x  x x x x  x x x x  x x x x  

sh ift  le f t  b y  8
0 0 0 0  0 0 0 0  0 . 1 1 1  lx x x  x x x x  x x x x  x x x x  x x x x  0 0 0 0  0 0 0 0  

e x p o n e n t  =  —8

m a n tis s a = l 111 x x x x  x x x x  x x x x  x x x x  x x x x  0 0 0 0  0 0 0 0

Figure 5.2: Examples of HD and NORM using 16-b for HD and 40-b for NORM

Normalization (NORM) is another useful instruction for DSP algorithms although 

it is not frequently used. The NORM operation is used for a fixed to floating 

point conversion (operation) that produces a normalised mantissa. In this instance the 

input data is represented in 40 bits: one sign bit and 31 bits for the fractional part with the

Chapter 5: Energy Efficient Functional Unit - Hamming Distance, Normali- 106



5.1 Hamming Distance and Normalization

most significant 8-bits supposedly being a sign extension. However, following a set of 

calculations it may be that the result has overflowed into this extension, or else 

underflowed resulting in (extra) sign extension bits. The number is normalised by shifting 

so that the binary point is again between the most-significant different bits (i.e. either 1.0 

or 0.1) and normalisation calculates the shift distance, which is also the correction to the 

exponent. Examples of left and right shift normalising are shown in Figure:5.2; if the 

number is greater than 1 it is shifted right n places with n places being lost from the least 

significant n bits of the fractional part. For purely fractional numbers, a left shift of n 

places is performed with zero inserted in the least significant n places.

NORM is defined as a special instruction in Motorola’s DSP56000 family[101]. Its 

syntax is NORM Rn,ACC where it performs only one normalization iteration on the 

specified destination operand ACC, updating the specified register Rn based upon 

the results of that iteration and storing the result in the destination accumulator. 

For example, if the accumulator(ACC) is 0x0000000001, then ACC would be arithmetic 

shifted left and Rn will be updated to be Rn -  1. This can be repeated until the most 

significant bit T  is in the position of the binary point. In contrast, if the ACC bits beyond 

the decimal point are used then the ACC is arithmetic shifted right and Rn is updated to 

be Rn + 1 iteratively until the most significant bit '1' is in the position of binary point. It 

is obviously that extra operations are needed to find the position of the most significant 

bit T' and the normalization time depends on the number of iterations.

O U T P U Tcount
stage

translation
stage

comparison
stage

Figure 5.3: A basic structure of the HD and NORM circuits

To perform the NORM operation, the bit position of the most significant one in the 

number needs to be located as this subtracted from 32 gives the shift distance. The 

strategy for identifying the bit position of the most significant one is to populate all lower
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order bits with ‘ 1 ’ and to then count the number of bits set. The counting is exactly the 

same as that required in the Hamming operation and the location of the most significant 

‘ 1’ is best achieved by comparing the number with a 1-bit shifted version of itself. Again, 

this input comparison is required by the Hamming code which looks for the difference 

between 2 numbers. Thus both the HD and NORM operations require the same basic 

components of a comparator and bit count stage. However, an output translation stage 

is required to produce the correct output if both operations share the same circuit. A 

top-level view of their operation is shown in Figure:5.3. Special instructions, HD and 

NORM, are included in a general DSP so that these operations are performed efficiently 

when needed. However, their implementation is non-trivial. In addition, their latency can 

be longer than frequently occurring instructions such as multiply, add or multiply- 

accumulate. The idea of the logic reduction and improved performance presented here is 

therefore extremely useful for these instructions in reducing the overall ALU cycle time. 

The idea of combining these two functions into a common logic block is novel and in 

addition this method of performing the NORM function has not been presented before.

5.1.1 Hamming Distance and Normalization Specification

Consideration of the HD and NORM functions shows that they perform similar 

operations. Both the HD and NORM require a comparison at the first stage and 

need logic to count the number of ones output from the comparison stage. In the HD 

case this operation is a direct addition of the bits; in the NORM case the single input 

number needs to have adjacent bits compared to find the position of the most significant 

10 or 01 combinations.

The two functions perform different calculations; the HD operation is looking for the 

total number of ones to define the difference between the two binary numbers. 

Its output indicates how similar the two numbers are. With a 32-bit input the output of 

the HD operation could be represented by 5 bits; however here a 6-bit code is used 

for compatibility with the (signed) NORM result. The NORM operation seeks the 

position of the most significant place where the bits are different. The NORM operation 

finds the number of places that need to be shifted to produce a normalised mantissa. 

The shift range is +8 to -31 which yields a 6-bit (two's complement) result. An input which 

is already normalised - or an input of 0 - will give a zero result.
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There are many different ways to implement the parallel counter such as using a 2-input 

adder, a 3-2, a 4-2 compressor and so on. However, this design is aimed at use in a full- 

custom functional unit where the fewer the number of functional cells used, the 

more implementation time can be saved. Only the 4-2 compressor is therefore employed 

in this parallel counter as this is used elsewhere. In addition, the logic design is based on 

the use of XOR and multiplexer functions. This enables circuits to be implemented 

using pass transistors making the circuits far smaller than conventional static CMOS 

circuits,

5.1.2 Hamming Distance and Normalization Design

Comparison Stage

In the HD and NORM logic, the first stage (the comparison stage) of these two 

operations is the same, only the inputs are different. The HD has two inputs and finds 

the difference in each bit position using XOR gates. The NORM has only one 

input(A), which is XORed with itself shifted right one place. This produces a ' 1' wherever 

these differ with the most significant T  in the original pattern indicated by the most 

significant T1 in the comparison output. A multiplexer can also supply the XOR function. 

Figure:5.4 shows the logic of this first stage; a mode signal (NORM) selects the 

appropriate input to the XOR stage i.e. B or a shifted copy of A.

Selection

XOR

A XOR B(39:0)

NORM-

A(39:0)

Figure 5.4: The first stage of HD and NORM operations.
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Count Stage

a) Hamming Distance (HD)

For the HD operation, the second stage sums the ones from the comparison stage. To 

increase the performance of this design, a parallel structure has been employed. A 

multistage process is used which takes the comparator output and transforms it over four 

addition steps. Carry save adders at each addition stage produce a partial sum, PS(j), and 

partial carry, PC(j+l). These are then summed in a full adder to give a count result.
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Comparison Count stage using parallel addition trec-

Figure 5.5: The parallel addition using 4-2 compressor

As shown in Figure:5.5, in the first addition step the 40-bit input is divided into ten 

parallel groups of four bits. The 4-2 compressor takes a 5-bit input (PI, P2, P3, P4 and 

Cin) and produces an output {Cout, PC, PS} where the first two elements each represent 

a count of 21 and the last a count of 2°. Thus from 000 to 111 indicates that there are from 

0 to 5 Ts present in the input.
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b) Normalisation (NORM)

To perform a NORM operation with this hardware, the number needs to be transformed. 

If bit i is the most significant T  in the pattern generated by the XOR stage then populating 

all bits of lesser significance with ones and then counting the number o f l 's  set will 

yield bit position i. For example, if A XOR B equals 0x50502EC3DC, then populating 

all lower order bits to T  yields (0x7FFFFFFFFF) and counting the number of T  s in the 

transformed pattern gives 39 for the count stage which corresponds to the most significant 

T  position set in the original number. This number is not quite the same as that needed 

by normalization; this requires the subtraction of 31 to give the answer 8. The subtraction 

takes place in translation stage. Since subtraction by 32 is easier than 31, 1 is added into 

the last stage of the addition tree before subtracting 32 in the translation stage.

Stepl Step2 Step3 Step4

I n j e c t  I _  
(for NORM)

Cout Stage using parallel addition t r e e --------------------------------------------- >

Figure 5.6: The population in each step of the NORM operation

An example of the NORM operation is given in Figure:5.6 with the input 

A=0x6060348297. It illustrates how each step adjusts the inputs appropriately and then 

performs a compression to successively encode the data. The first addition step, the ADJ5 

output, populates all lower order bits below the most significant T  in the group. So the 

output of ADJ5 will be either 0 corresponding to the input 00000, 1 for an input 00001,
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NORM

In(4).

In(3)
Out(4)

Out(3)

In(2).
Out(2)

In(l). Out(l)

In(O).
Out(O)

Figure 5.7: The example of the first adjusted component (ADJ5)

3 for an input 00015, 7 for an input 00166, Oxf for an input 01566 and Ox If for an 

input 16666. The logic to perform this is shown in Figure:5.7. The output multiplexer 

selects between by-pass (HD) and adjusted data (NORM). The first multiplexer stage 

inserts 'l's in lower order bits where bits of higher order are '1'.

In the second addition step, ADJ5_2 forms the inputs for the 4-2 compressor. The outputs 

of the stepl compressors are grouped in pairs. If the output of the higher set is non zero, 

then all the bits of the lower set are adjusted to be to 5 represent a maximum count. 

In addition step3, ADJ10 transforms the step2 compressor outputs. Again the compressor 

outputs are grouped into pairs starting at the most significant end and if the higher set of 

the group is non zero, then the lower data set is populated with the maximum count value 

of 10. The outputs from the step3 4-2 compressors now form two groups which have their 

formal adjustment performed by ADJ20. Here, the maximum counted value or populated 

value is 20.

Translation Stage

In the final stage, shown in Figure:5.8, the result of the count stage needs to be translated 

to the correct format for the HD or NORM output. In the case of the NORM operation, 

the output (in decimal code) of the last addition needs to be subtracted from 32 to give the
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final answer of the distance between the most significant11' and the binary point as 

mentioned in the previous section. This gives a 6 bit output which is then sign extended 

to provide a 16-bit output. The HD output by-passes the subtractor and is just sign 

extended to 16 bits.

Output
from
Count
Stage

NORM

subtract/
By-pass

Register
Sign

Extend

Figure 5.8: The translation stage diagram

5.1.3 HD and NORM Results

The HD and NORM designs have been implemented in two ways using DPL (Double 

pass transistor logic) and pass gate logic for the compressor because DPL produces the 

output Z and its inverse output Z which give balanced positive and negative transitions 

whilst PTG uses a smaller number of transistors than DPL. Balancing circuits (as in DPL) 

and an optimal number of transistors (as in PTG) both have an energy saving potential. 

The 4-2 compressor results for the DPL are called Hdvl and NORMvl, respectively, 

whilst the results for HD and NORM implemented in PTG gates are called Hdv2 and 

NORMv2, respectively.

The circuit have been implemented on 0.18 micron technology operating from 1.8V. 

Post layout has been simulated using Nanosim to yield currents and times over an 

extensive range of data inputs. Note that, apart from the zero detection logic implemented 

in conventional CMOS static logic, all other logic has been implemented by CMOS pass 

transistor logic to make the design fast and low power. The XOR function, implemented 

by a PTG multiplexer, is used in the comparator section.

Figure:5.9 shows the delay characteristics of the proposed circuits. The circuit with 

the DPL compressor takes 1.7ns to produce the result for the HD (average case) and only 

1.5ns to complete the NORM operation, whilst the circuit using pass gate compressors
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also takes 1.7ns for the HD operation and 1.5ns for NORM operation. This corresponds 

to an average of 0.2ns per stage (7 stages in total including comparison. 5-addition stages 

and the translation phase) for both HD circuit versions. Figure:5.9 also shows the results 

of the current for the HD and NORM operation. The average power consumption for HD 

is about 3mW whilst the NORM operation has an average power consumption of 

about 1.5mW at a throughput rate of 600 MOPS for both circuit versions. Such 

details for other normalisation circuits are scarce. However, the power consumption 

running the audio processing algorithms reported inf 102] is about 2mW at a throughput 

rate 56 MOPS. Compared with this, the HD and NORM operations in the new design 

perform with high speed and low power dissipation.

Current Characteristic
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HD function: number of bits difference. NORM function: shift distance

Figure 5.9: The delay and current characteristics of the HD and NORM circuits.
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As shown in Figure:5.9, it is obvious that both the NORM and HD functions require 

approximately the same cycle time to complete the operation whilst the NORM operation 

dissipates less power than the HD operation. Similarly, the power consumption of the two 

circuit versions is approximately the same. However, the number of transistors of circuit 

version II is less than the circuit implemented by the 4-2 DPL compressor by a factor of 

two leading to a significant saving in area. Therefore, a PTG implementation was adopted.

5.2 Others Functions

Apart from the vital instructions such as multiply, add, sub, Hamming distance and 

normalization, the maximum and minimum instructions are also necessary. The 

instruction is used to select the maximum (MAX) or minimum (MIN) number kept in one 

of four accumulators. The maximum and minimum functions are also applied for the 

absolute value which is referred to as ABSMAX and ABSMIN, respectively. These 

instructions are performed using a subtraction. The difference between finding maximum/ 

minimum of the normal and absolute value is that the sign-bit is not taken into account 

when computing the absolute value.

Limiting in CADRe-s will occur when the 40-bit result stored in accumulator register is 

written back to 16-bit output RAM. The limiter logic minimizes the error due to overflow. 

For example, if the accumulator source was 0x0080000000 (+1 decimal) where the binary 

point is between bit 30 and 31, the destination 16-bit register would contain 0x8000 (-1 

decimal) after the transfer, assuming signed fractional arithmetic. This is clearly in error 

as overflow has occurred. Thus the limiter would form and write the maximum value to 

the destination 16-bit register as 0x7fff = +0.999 decimal instead.

CADRE-s uses a fractional data presentation for all data arithmetic operations. The 

fractional 32-bit data has two parts: 16-bit left half (bits 31-16) and 16-bit right half (bits 

15-0). The right half can be rounded into the left half without shifting. This is performed 

by adding +1 at bit position 15 when doing an arithmetic operation. This rounding makes 

the final result value of the 16-bit left half more precise when it is required to be written 

back to the 16-bit result RAM.
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5.3 PTG Shifter

A shift function is an important operation in a signal processing unit. This DSP uses the 

pass-transmission gate to build a shifter where it can shift the content of a bus a specified 

number of positions left, right or no-shift as specified by the control signals. When 

shifting to the right position, the position vacated will be filled with values from the left 

or with the most significant digit if no values are available. This PTG shifter is similar to 

a barrel shifter except if no-shift is required, the input will be forwarded directly to the 

output using a bypass route.
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Figure 5.10: Accumulator register structure

5.4 Accumulator

This DSP has four accumulator registers which store a 40-bit result from the arithmetic/ 

logic operation. Two read ports are designed to support a concurrent read operation, 

whilst two write ports are used to support writing the result of an arithmetic/logic 

operation and storing due to data movement concurrently. It is left to the assembler to 

prevent and report any attempt to write to the same accumulator register concurrently.

Chapter 5: Energy Efficient Functional Unit - Hamming Distance, Normali- 116



5.5 Configurable Memory

A static memory circuit has been used as the register cell. However, the size of transistor 

becomes a major problem because of driving a big load (including a wiring load). The 

current consumed by different loads has been investigated. A buffer is placed at the output 

of the register circuit as shown in Figure:5.10 and this uses the strongest drive that could 

be fitted into the custom cell. The post-layout netlist of ACC with a various load 

capacitances has been used in SPICE simulations. Ten random numbers for read and ten 

for write operations in the ACC have been used and the results averaged; the simulation 

results in Figure:5.11 show that the current in the ACC increases linearly with increasing 

output load. Thus not only does a strong drive need to be used but reducing the output load 

should also be considered. In a large datapath, careful floorplan design is important 

because the output driver and output load can be minimized when the ACC is placed near 

to the circuits it drives. The ACC of this FU has two read ports which are driven to 

different places; one (1R) provides the inputs to the multiplier and the ACC itself, the 

other (2R) goes to the shifter nearby. Thus a bigger drive has been used at the 1R port 

compared to the 2R port of the ACC.

6

5

4

1
1E
3O

3

2

1

O 1 2 3 4 5 6

Figure 5.11: The relation between current and the amount of load in ACC

5.5 Configurable Memory

The regularity of typical DSP code allows multiple FUs to be employed without the power 

and area expense of dynamic scheduling hardware. For example, most modem DSPs, 

such as the TMS320C55x from Texas Instruments, use very long instruction words 

(VLIWs). In this case, program memory is fetched at the full rate demanded by the FUs
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and a lot of power is dissipated. Although cache would be a possible method to ameliorate 

this, there is an energy overhead in searching for a hit in cache memory.

In this FU architecture, the VLIW encoded instructions are stored in advance of executing 

each algorithm in a configuration memory located in each FU. This is different from 

others commercial DSPs such as the Phillips REAL DSP [16] or the Infineon CARMEL 

DSP [17] which have a single global configurable memory which is only used for special 

instructions. In CADRE-s, the VLIW instructions for a particular algorithm are cached 

by software and looked up using a short-form instruction. Up to 64 instructions are kept 

in a configuration memory which is more than sufficient for any anticipated algorithm; 

for example the FIR algorithm with non-data arrangement previously described requires 

only 3 encoded instructions in a configuration memory.

Furthermore, the configuration memory instructions are completely user definable. The 

simple look-up avoids any tag overhead associated with a cache. The configuration 

memory makes the configuration of the FU flexible, enabling optimization by users. This 

flexibility has led to additional hardware costs, particularly in the implementation of the 

configuration memory. These costs can be justified by the flexibility and performance 

gained by users. In particular, the use of configurable memory embedded into the design 

is unique compared with the other DSPs mentioned above. This feature also allows each 

FU to operate on an independent instruction stream if required. The RAM is a custom part 

from the manufacturer and has a separate power supply (RAM supply) to enable the 

energy cost of operating it to be measured.

5.6 Control Unit

5.6.1 Asynchronous Control Circuit

Self-timed control circuits have been used in the functional units of the parallel 

asynchronous digital signal processor to avoid electromagnetic interference and clock 

distribution; these are of particular important in mobile applications. However, an 

asynchronous control circuit can slow down the whole the system performance as the 

control is more complex than synchronous control. Therefore, asynchronous design

Chapter 5: Energy Efficient Functional Unit - Hamming Distance, Normali- 118



5.6 Control Unit

techniques such as using an early done signal and hiding the recovery time for control 

circuits have been used.

A four phase handshake protocol is used to allow for a simpler design. This is 

implemented through the use of Muller-C elements which allow components to 

synchronize their phase of operation. As the FU is a self-timed unit in the execution state 

of the asynchronous pipeline, the FU is enabled by a request signal and a done signal is 

generated by the FU when the execution is completed. However, the done signal is able 

to rise before the actual result is completed. This is permissible because the input data of 

the FU has been latched and will only change after the done signal returns low. Therefore, 

the recovery time (return to zero) of the done signal can be concurrent with computation.

The control circuits of the FU as shown on the top of CADRE-s datapath in Figure:5.12 

have been divided into 4 sections which can execute in parallel when the request (req) 

signal arrives.
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Figure 5.12: The control circuit diagram
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Section 1

This part of the circuit control is concerned with sending the data from the FU via LIFU, 

GIFU, or the write bus (WB) (that is used to send a 16-bit result to the RAM). The control 

assumes that the data is ready from the preceding instruction. When the request signal 

(req) arrives, the required data is read from the accumulator register via port 1R. The data 

can be shifted one bit position at the ACC shift if required. Following this, the data is sent 

out to the LIFU, GIFU or WB bus depending on the instruction. If the WB bus is selected, 

the data will be latched at time L4.

Section 2

The second part of the control unit is concerned with the multiplier and ALU. As soon as 

the request signal arrives, the functional unit enable (FU_en) will control whether the 

functional unit arithmetic/logical processing is required or if this is to be bypassed on this 

request. In the case where there is an arithmetic and logic execution, the input selection 

(in front of the multiplier) will be performed before the data is latched at time LI. It is also 

necessary to ensure that the FU gets the correct operands since the data on GIFU is 

broadcast to all four FUs when one of the 4-FUs requires the data. As soon as the 

execution has finished in the multiplier and the results have been latched at L2, the MAC 

done signal goes high to inform the control that the adder operation in the ALU is 

beginning. When the ALU operation is finished, the result is stored in the ACC via port 

1W.

Section 3

Section 3 controls the input of data from another FU into a FU’s ACC. Similar to the 

second section, at the beginning of the control flow the ACC write enable signal controls 

whether this logic is going to be active or not. If active, then as soon as the data has arrived 

and is latched at L3, the ACC can start to write the data via the second write port (2W). 

The w2 done signal is generated when the ACC completes writing the data.

Section 4
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This section is about reading the data out of an accumulator register via port 2R. This is 

activated by the request signal. The R2 read done signal signals the completion of the 

accumulator read.

Note that data written into the ACC has to occur after the ACC read has been performed. 

When all four sections complete their operations (data at LI, L3 and L4 latched, GIFU/ 

LIFU output acknowledge received, MAC operation complete, W2 complete and 2R read 

complete), the FU’s done signal will go high. Then the recovery of the handshake signals 

returning to zero can occur immediately.

5.7 Delay Model and Tunable Timing Mechanism

5.7.1 Data Encoding

One technique for designing asynchronous (or self-timed) circuits is to encode the timing 

and data onto the same set of signals. For example, in a dual-rail scheme[103] each bit is 

signalled on a pair of wires, each indicating a particular data value and the arrival of that 

bit. This has the advantage that delays in processing and interconnection are 

accommodated automatically[103],[70], the resultant circuit being correct by design; 

unfortunately this design style results in circuits roughly twice the size of their 

conventional synchronous equivalent.

A compromise form of self-timed circuit is the single-rail, bundled-delay circuit[104]. In 

this, a single wire per bit is used to represent each bit of data (as in a synchronous 

datapath). The data is accompanied by local handshake signals (request and acknowledge) 

which replace the clock. As previously stated, an example of this style is the 

micropipeline[66], The asynchronous single-rail design is shown in Figure:5.13; the 

timing of each stage can be either data dependent or fixed-delay (with a timing margin).

The method adopted to vary the timing in an asynchronous control circuit is to vary an 

additional supply voltage. This method is relatively easy to apply, as is demonstrated. In 

addition it offers many other advantages, such as allowing several different matched 

delays without incurring extra area and power overheads. Tuning the control delay to the 

datapath also improves performance and offers a flexibility not apparent in other
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Figure 5.13: Bundled Data Asynchronous Structure

asynchronous timing approaches. It therefore improves the likelihood of obtaining 

working asynchronous circuits at the first attempt and should lead to greater acceptability 

of asynchronous design techniques by easing the design problem.

5.7.2 Data Dependency

The best way to exploit asynchronous operation is when data dependency is present. For 

example, addition can cease when all carries in the adder are detected to be valid. 

Completion logic for addition can in itself incur additional delay so needs careful design. 

Designers have attempted to circumvent this problem; for example Nowick et al. 

proposed a method called ‘speculative completion’ for use in a single-rail asynchronous 

datapath[105]. This uses several different matched delays that allow each component to 

operate at a different speed. This was primarily to allow a subsystem to complete more 

rapidly when it has to do less processing. It could be adapted to include the fine-tuning 

required here, but at the expense of significant extra complexity.

Unfortunately, not every part of an asynchronous system is data dependent. For instance, 

a FIFO is able to exploit a clock quite easily and gives a better performance compared to 

using asynchronous circuits because of its control circuit overhead. Only if data 

dependent operations dominate operations can the asynchronous performance be better 

than that in a clocked system.

This work is targeted at an asynchronous DSP design and the major component is the 

multiply-accumulate unit. Thus data dependent operations dominate the computation and
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hence careful design of the timing for this unit can yield a significant performance 

improvement over a clocked system.

5.7.3 Delay Model

In a bundled data, self-timed circuit the processing delay must be modelled rather than 

measured. This may done in several ways. Using a copy of the critical path for data 

processing can give a very good model delay. This would be typified by, for example, the 

‘33rd bit’ of a 32-bit register which always causes a transition when it is read. By building 

the timing model in the same way as the circuits are modelled and placing it in the same 

physical substructure it is reasonable to expect a close match in manufacturing process 

variation and operating conditions (temperature, supply voltage), and therefore a well- 

matched delay.

Circuits with more ‘random’ logic may have an ill defined critical path and are harder to 

model. They can be simulated using chains of gates as delay elements, but with less 

confidence that these will suffice under all conditions.

With any matched delay (including an external clock) it is necessary to add some timing 

margin. The size of this margin depends on how ‘good’ the delay model is. With an ill- 

matched delay a large margin-perhaps as much as 50%-must be allowed, leading to 

performance degradation.

A big advantage of using an external delay model (i.e. a clock) is that, if the silicon is 

slower than expected the clock frequency can be reduced and the circuit will work. With 

matched delays built on chip this is not possible; if any single delay is too short the device 

will not function. This encourages caution in the designer, with the result that delays tend 

to be conservative and made longer than they need to be. The mechanism proposed here 

enables a delay to be tuned to the datapath in exactly the same way that a clock is tuned 

to logic.

The advantage is that the timing of the asynchronous circuit can be slowed if the timing 

is ‘on the edge’ giving a fail safe option. However, if as would be usual, the timing is
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conservative then the timing can be reduced to speed up the handshakes and improve 

performance.

5.7.4 A Tunable Timing Mechanism

The bounded delay for a self-timed functional unit is the timing model which indicates 

that the operation is complete. The normal bounded delay is a fixed timing model. With 

this model, an asynchronous system will fail if the delay of a functional unit is more than 

the bounded delay. Since circuit delay is roughly proportional to supply voltage, 

controlling the delay’s power supply independently from the datapath voltage enables the 

designer to adjust the timing margins. The principle is shown in Figure:5.14. The datapath 

operates from the normal supply voltage while the matched delay paths are connected to 

an external supply VDD2. Within margins, VDD2 can be greater or less than the normal 

supply VDD.

VDD

VD DV D D 2 V D D 2

Level
Shifter

Level
Shifter

Match
Delay

DATAPATH

Figure 5.14: Tunable delay principle

Voltage scaling is widely used to gain power savings. Scaling down the voltage also 

causes the delay to rise since the delay is proportional to CVDD/K(VDD-Vth)a [4], where 

Vft is the transistor threshold, C is the circuit capacitance, K is a circuit constant from 

simulation and a  is a technology-dependent factor which varies between 1 and 2. 

Therefore, lowering the supply voltage used in the delay model gives a larger delay 

margin, and vice versa.

The matched delay is nominally the same as the datapath delay and VDD2 is used for fine 

tuning. VDD2 is initially set to VDD. If the margins are too conservative, VDD2 is adjusted
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to be higher than VDD reducing the timing margin and enhancing system performance. 

However, if failure results due to ‘timing on the edge’ then VDD2 can be adjusted to be 

lower than VDD, slowing the control path down. The only disadvantage of this approach 

is the requirement for an additional power supply. However, the simplicity and flexibility 

of this approach and its ability to assist in the realisation of fully functional, complex 

asynchronous systems outweights this extra cost.

Figure:5.15 shows more detail of the timing mechanism. A level shifter is needed to 

ensure that control signals are supplied to the datapath at a voltage VDD. The arrangement 

in Figure:5.15(b)[106] is used to ensure the output swing is full rail and avoid static 

current flow in the subsequent stage. Either T1 or T2 is on, and this pulls down the 

relevant side of the amplifier sufficiently to turn T4 or T3 on in the opposite side. The 

other PMOS transistor then turns off and the level shifter stabilises without any further 

static current flow.
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Matched delay or 

Critical path o f circuit
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T3T4
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Figure 5.15: (a) a tunable timing mechanism (b) voltage level shifter circuit

5.7.5 Experimental Results

To illustrate the application of this tunable timing mechanism, the delay for the critical 

path through a 16x16 multiplier has been used as the delay model. This delay model has 

been implemented on a 0.18 micron process using a mixture of pass transmission gate
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(PTG) and conventional CMOS circuits. The nominal delay is approximately 1.5ns 

(which is roughly equivalent to a string of 12 NAND gates). Two different power rails are 

included in the design. The results (Figure:5.16) show the percentage variation of the 

delay as VDD2 is varied from its nominal operating value of 1.8V. A exponential shape as 

would be expected from the delay equation, is shown in Figure:5.16.
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Figure 5.16: Simulation of the timing versus scaling voltage

Figure:5.16 suggests that the delay margin can be increased by about 50% by scaling the 

voltage down by about 30%. However, such large variations in VDD2 are not envisaged as 

the mechanism is essentially one of fine tuning. Thus margins of ± 10% are more realistic 

and Figure:5.16 shows that over this range the variation in delay is approximately linear.

Figure:5.17 shows the theoretical plots of the delay CVDD2/K(VDD2-Vth)a against VDD2 

for different values of a  together with the simulated results. From the graph, it is apparent 

that a s  1.5 for the process used. This enables designers to calculate the value of VDD2 

corresponding to a particular' delay.

The use of different logic families to implement the matched delay has been investigated. 

The different arrangements are shown in Figure:5.18. The CMOS matched delay is built 

using a chain of eight inverters and a buffer at the output whilst the PTG delay line uses 

two sets of four pass transmission gates each with a drive inverter; the PTG chain also has
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Figure 5.17: Plot of the theoretical and simulated delay

an output buffer. Finally, two sets of four NMOS transistors with a swing restoring 

inverter and an output buffer are connected together to form the SPL delay line. All delay 

lines have been attached to a load capacitance of 10 ff, which is equivalent to 4 inverters 

at the output. In all 3 configurations the voltage has been varied from 1.5V to 2.1V.
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Figure 5.18: Matched delay on different logic families

In Figure:5.19, the simulation results show that the delay of the PTG delay line starts to 

grow non-linear when the voltage is scaled down from 1.8V to 1.5V. However, it is clear 

that the SPL delay line gives the greatest delay variation when the voltage is varied from
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1.8V to 2.1V. Thus the SPL matched delay is the most suited for use in speeding up 

circuits in a bundled data asynchronous design. Figure:5.19 also reveals that the CMOS 

matched delay has the potential to achieve less performance improvement than either the 

PTG or SPL chains.
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Figure 5.19: The relation between delay and voltage scaling of various delay lines.

5.7.6 Extending the Concept

The mechanism so far described adjusts the timing on all control circuits. However, it is 

likely that a designer adopting this approach would require a more individual control of 

each delay element.

Clearly an individual supply for each control circuit is not viable. This leads to the 

compromise scheme shown in Figure:5.20. Here the logic for a matched delay can be 

chosen from one of three supplies depending on the state of sw 1, sw2 and sw3. One of the 

these is low so its associated PMOS transistor is on whilst the other two inputs are high, 

turning their associated transistors off.

The specification of sw 1 to sw3 for each matched delay would need to be held in on-chip 

registers with a default loaded on initialisation. Suitable nominal starting voltage for 

VDdi to Vdd3 would be 0%, + 15% and -15% of the normal datapath supply voltage VDD.
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Again this yields a low area and low complexity solution to a difficult problem, at the 

expense of an additional two power supplies. The principle can, of course, be further 

extended, but requiring even more supplies appeal's excessive and probably indicates poor 

matched delay design!
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Figure 5.20: Different Matched Delay Selection
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Figure 5.21: A simple 4x4 multiplier for tunable timing mechanism evaluation

A bundled asynchronous circuit is not able to achieve a higher performance if a worst case 

delay has been incorporated. In addition there is no benefit from tunable timing if most of 

the operations are executed with a worst case delay. Since the FIR filter is a general DSP
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application, the operands used were investigated and it was found that more than 70% of 

the byte data from random data sampling was zero whilst more than 50% of the byte data 

from speech data sampling was found to be zero. Therefore, most of the execution time 

for the multiplication in the FIR algorithm is less than the worst case delay. In this case, 

a performance improvement can be gained from the tunable timing technique.

As a mean of testing and demonstrating tunable timing mechanism, a data dependent 4x4 

tree multiplier was implemented as a bundled data path of an asynchronous pipeline as 

shown in Figure:5.21. Four-phase handshaking control was used and the matched delay 

lines with the voltage selection circuits accompanying the data path are shown.The tree 

multiplier hardware consists of three parts as described previously. The first labelled PPG 

generates the partial products; it is implemented by multiplexers and has a fixed delay. 

Then, the partial products are added in a tree structure where carry save adders have been 

used. Although, the carry save adder can produce the output without waiting for the carry 

propagation, the timing delay of this stage still depends on the input data; tunable timing 

is therefore applied here. Finally, the sum and carry of the cany save addition are added 

in the third part. This section must resolve all the carries progressively from the LSB to 

MSB. A ripple cany adder has been chosen for this last part because of its small area. In 

synchronous design, the ripple carry adder can give a very poor performance because the 

clock has to allow for the worst case time which depends on the length of the words being 

added. Thus, a self-timed circuit with the tunable timing mechanism is able to provide a 

significant performance improvement over a clock design when a variable delay is 

applied on an operation by operation basis.

The tunable delays can be set to one of three values corresponding to a supply voltage of 

1.5V, 1.8V or 2.1V as shown in Figure:5.20. To provide a suitable voltage supply, at the 

beginning of the timing slot, the input (multiplier) is detected and the switching control 

signals are generated corresponding to this data input. Because a circuit of PPG is 

implemented by multiplexers and provides a fixed-delay, a tunable timing is not applied 

at this stage. However, the timing in the addition tree depends on its inputs. If any two bits 

of the input (multiplier) are one, two partial products become zero and a normal voltage 

(~1.8V) is set for an average speed by signal ‘sw l’. Meanwhile, the higher voltage 

(~2. IV) is set by signal ‘sw25 for a fast speed, when all four bits of the input are zero since
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the partial products are zero. Finally, the worst case timing occurs when all four bits input 

are one and all four partial products are active. Here signal ‘sw3’ is used to set a lower 

voltage (~1.5V). Sw4-sw6 are also generated at the ripple carry adder stage in a similar 

way. It can be expected that the highest voltage will not be set often in the addition tree 

or ripple carry adder. In fact, since there is no carry propagation in the addition tree, carry 

propagation can only occur in the ripple carry adder so in practice only the ripple carry 

adder is likely to benefit from adjusting the voltage according to the number of zero PPs.

The results obtained are shown in Figure:5.22 for random data inputs. This shows that the 

self-timed design with tunable timing can achieve a significant performance improvement 

over a clocked design (worst case timing) when the switching voltage control signals are 

decoded from the input data. With a set of the test numbers extracted from random data 

sampling, the matched delay implemented with conventional CMOS has a better 

performance than the clock design of about 15% whilst the performance improvement of 

a PTG matched delay is about 27%. Finally, the biggest performance improvement, 32%, 

is found in a SPL matched delay. The results from speech data sampling are similar with 

the percentage of the performance improvement over the clocked design in the three 

matched delays being 14%, 25% and 30% for the CMOS, PTG and SPL delay circuits, 

respectively. The tuning mechanism is also suitable for applying at the instruction or 

pipeline level since some systems lose performance because the worst case timing has 

been applied in every instruction or pipeline stage.

In all the cases where the multiplier exhibits data dependent delays the environment 

interacts with the circuits to determine its performance. Alternatively, this interaction is 

not required if the voltage control signals are embedded in the instruction set. In addition, 

the data dependency can be limited by the speed of supplying the inputs in practice. To 

remove this restriction in an implementation, extra buffering can be used to supply the 

inputs; however, the cost of increasing the power consumption and area will be a penalty.

5.8 Voltage Scaling Versus Energy Consumption

To minimize energy at the device level, lowering the supply voltage is now generally 

adopted. The techniques to do this have been studied and centre around the ability to 

change the voltage dynamically[107],[108],[109],[l 10],[111] or the use of multiple
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Figure 5.22: Relation between the normalised speeds of timing delay circuits for random
input data

voltages[l 12],[114],[115]. Although dynamic voltage scaling (DVS) incurs a latency 

cost, typically in the microsecond range, for switching the output of a programmable 

power supply[ 1141, the coarse grained computational entities, like task scheduling by an 

operating system, can be used to satisfy this range of switching voltage delay[l 11J. There 

are also many research papers[l 17J,[ 118J, [119],[120] proposing solutions to the DVS 

problems with the operating voltage setup.

With the use of multiple voltages, the algorithm named MOVER[1121 (Multiple 

Operating Voltage Energy Reduction) was proposed to arrange the datapath scheduling 

with multiple supply voltages on a DSP; results suggested that 0-50% of the energy 

consumption could be saved compared to a single voltage DSP. Kaushik Roy[l 12] also 

found that the datapath resource requirements vary greatly with respect to the number of 

supplies and that area penalties ranged from 0-170%. Therefore, Dynamic Voltage 

Supply (DVS) looks a more promising approach and has a high potential to improve the 

energy efficiency of a DSP processor for burst-mode operation (Emax + Eidle) without 

the penalty of using multiple supplies. However, DVS designs need to consider carefully 

the switching voltage delay.

Typically, a DSP has been used in portable applications, where power is a critical issue. 

Most portable applications such as mobile phones, PDAs, PocketPCs and MP3 players do 

not require the full processing power all the time. Therefore, lowering the voltage when 

the DSP is lightly loaded can achieve an energy efficiency since power is proportional to
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V2dd- However, designers need to be aware of the leakage current and the overhead in 

the voltage when dynamic voltage scaling is applied[l 13].

In addition, scaling down the supply voltage is usually applied to a parallel architecture 

to reduce the power consumption caused by increasing area; however the throughput of 

the system remains the same. The 4-way parallel demonstrated DSP in this thesis has been 

designed and implemented to support scaling the voltage supply where pass transistor 

logic is used throughout the design. The capability of pass transistor logic to operate under 

dynamic, irregular voltage supply conditions needs to be investigated because most 

research works have not concentrated on voltage scaling effects of pass transistor circuits. 

This will be discussed further in the next chapter and the effect of applying different 

voltage supplies to CADRE-s will be given in Chapter7.

The circuits for performing operations such as Hamming distance, normalization, shifter 

and accumulator and the control and timing mechanisms have been described in this 

chapter. The power consumption and performance of this logic requires energy efficient, 

high performance XOR/multiplexer circuits. These are examined in the next chapter.
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Chapter 6: Energy Efficient Circuit 
Design Methodology

According to the consideration of the logic arrangements in the previous chapter, it is 

clear that the multiplier, adder, shifter, Hamming distance and normalization have 4-2 

compressors, XORs and multiplexers as their major circuits. Latches to stop unnecessary 

transitions also feature heavily in the design. Thus this chapter concentrates on the energy 

efficient design of circuits for these functions.

An important key to achieving energy efficient designs is to focus on lowering power and 

increasing performance through all the levels of the design, rather than applying only one 

or two strategies at the algorithmic and architectural levels. There are several methods 

that are able to yield an energy efficient circuit implementation. However, a complex 

block, such as the arithmetic unit requires a coherent energy saving technique, rather than 

one or two techniques. Brodersen et al[122] and Zyuban et al[121] also suggest that true 

power minimization can only be achieved when the energy reduction potential of all 

adjustable variables such as transistor size (W), voltage supply (V) and threshold voltage 

(Vth) are balanced. This is because each of these variables carries a certain energy 

reduction potential per delay cost at each point of the power-delay space. In addition, 

circuits used in the low energy functional unit, have to be designed and implemented 

focusing on energy efficiency rather than just low power dissipation.

The work in this chapter have been done by the author using post-layout netlists to run 

SPICE simulations in the Cadence environment because the SPICE simulator gives 

accurate results and is suitable for relatively small circuits. In addition, the testing 

environment has been set up as shown in Figure:6.1 with both input and output loads taken 

into account to make the post-layout simulation more realistic.
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Figure 6.1: A test environment for the circuit simulation

6.1 Logic Style

The choice of logic style needs to be considered for more complex full custom cells such 

as a latch and 4-2 compressor, as the logic style affects the power dissipation, speed, 

wiring load and the size of transistor. A different logic style can give a different energy 

consumption. Therefore, logic styles having a good energy efficiency potential are 

analysed in this chapter for their power dissipation under different load conditions. The 

implementation of a XNOR gate in four types of logic style, conventional CMOS, 

dynamic logic, pass transmission gate (PTG) and single-ended pass transistor (SPL), are 

discussed here.

The output transitions of static CMOS and both pass transistor logics occur when the 

inputs change. However in dynamic logic extra transitions will occur during the precharge 

phase. The circuit design in all four styles is shown in Figure:6.2; the transistor sizes are 

also shown. It should be noted that the XNOR operation is essentially that of a multiplexer 

so the circuits in Figure: 6.2 can also be viewed as different implementations of the much 

used 2-1 multiplexer. The output. (Z) of the CMOS XNOR is pulled low when inputs A 

and B are different, whilst the dynamic XNOR gate evaluates its output when (|)=1. In the 

PTG XNOR, input B is passed to the output when input A is high otherwise, B is passed 

to the output. Finally, the SPL XNOR gate uses a NMOS 2-1 multiplexer to pass B to an 

inverter when A is high and B to the inverter otherwise. The post-layout netlists have been 

simulated using SPICE with different load capacitances of lOff, 20ff, 30ff and 40ff; lOff

Chapter 6: Energy Efficient Circuit Design Methodology 135



6.1 Logic Style

is equivalent to a load of four inverters. The test input for the circuit uses all combination 

of the two inputs. The energy versus load capacitance is shown in Figure: 6.3.
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Figure 6.2: Different logic families of XNOR circuits

In Figure:6.3, the PTG circuit gives the best energy efficiency when the load capacitance 

increases whilst the conventional CMOS circuit is the worst one. Meanwhile, the SPL 

circuit with an inverter at the output is the second most energy efficient. This explains 

why an inverter or buffer should always be attached to the output of pass transistor logic. 

The results confirm that pass transistor logic has the potential to be energy efficient.

From the literature, pass transistor logic is promising for low energy and maps well and 

easily onto the arithmetic units in CADRE-s. This leads to exploring and analysing other 

pass transistor logic styles such as double pass transistor logic (DPL)[123] with full-swing 

restoration, complementary pass transistor logic (CPL)[124], swing restored pass- 

transistor logic (SRPL)[125], energy economized pass-transistor logic (EEPL)[126], 

push-pull pass-transistor logic (PPL)[127] and single-ended pass transistor logic (SPL).
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Figure 6.3: The relation of energy and load capacitance of various XNOR

The 2-1 multiplexer circuit with a load capacitance of lOff is chosen for this comparison 

and the circuit for each style is shown in Figure:6.4. The multiplexer is the most 

commonly used cell in arithmetic units. The CPL multiplexer consists of two NMOS logic 

networks and two inverters which produce the complementary output signals. The CPL 

has good output driving capability because of the output inverters and is well suited to 

dual-rail signals but it is a poor choice for low power circuits because of the number of 

transistors. The SRPL circuit is derived from CPL. The output uses cross-coupled 

inverters as a latch structure; these perform both swing restoration and output buffering at 

the same time. However, transistor sizing on this type of circuit becomes difficult because 

the inverters have to drive the outputs and be overridden by the NMOS network. DPL uses 

both PMOS and NMOS transistors in parallel and includes two inverters for output 

buffering; swing restoration is not required because of its full swing outputs. However, 

the use of a large number of PMOS transistors plus the need for double the number of 

transistors make DPL uncompetitive compared to other pass transistor logic. In EEPL, the 

PMOS pull-up transistor is connected to the complementary output signal instead of Vdd. 

PPL can be regarded as a CPL without the output inverters. PPL uses a PMOS pull-up 

device on one output and a NMOS pull-down on the other. Unfortunately, PPL does not 

work when Vdd < V«„ + I V
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The simulation results obtained by the author using all combinations of data and control 

inputs of 2-1 multiplexer in both performance and power terms are reported in Table6.1 

and relate to a 0.18pm geometry and 1.8V supply voltage. From the energy and energy 

delay product results, three circuit types; CMOS, PTG and SPL are attractive for energy 

efficiency. The PTG multiplexer operates at less than 0.1ns and consumes the smallest 

energy of 0.018nJ. The SPL multiplexer is the second best for energy although it has one 

of the longest delay times. CMOS is the third best in energy terms being slightly faster 

than SPL but consuming slightly more power. Meanwhile, the other pass transistor logic 

styles can be ignored as they are relatively energy inefficient.

Of these three styles, PTG has been chosen for a full custom implementation of the 

CADRE-s datapath because it offers the best performance and energy. Furthermore, it 

occupies less than half the area of CMOS. The long operating time of SPL makes it look 

unattractive despite having lower energy than conventional CMOS. CMOS would be 

another good compromise choice offering both good performance at reasonable energy 

and of course would have the advantage of being able to use a standard cell library leading 

to a greatly reduced design time. However, the PTG style offers not only the best energy 

efficiency but also offers the novel opportunity to study a pass gate implementation in a 

large, complex system.

Table 6.1: Power and performance of 2-input multiplexers based on different type of pass
transistor

Circuits types Delay
(ns)

Power
(mW)

Energy
(pJ)

EDP
(pj*ns)

CMOS 0,128 0.2023 0.0259 0.0033

CPL 0.126 0.6777 0.0854 0.0107

DPL 0.118 0.7740 0.0913 0.0107

EEPL 0.132 0.6561 0.0866 0.0114

PPL 0.120 0.3916 0.7049 0.0846

PTG 0.096 0.1872 0.0180 0.0017

SPL 0.130 0.1890 0.0246 0.0032

SRPL 0.130 0.2772 0.0360 0.0047
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Figure 6.4: 2-input multiplexers based on different type of pass transistor

6.2 Pass Transistor

The pass transmission gates (PTG) is a good design methodology for CMOS because of 

the small number of transistors required as the results show in the previous section. A 

PTG gate is simply two mutually exclusive switches plus an output driving inverter where 

a switch only comprises a single minimum sized NMOS and PMOS transistor. So the area 

of the whole design is relative small.

The strength of an output is measured by how closely its output ‘1’ is to the supply 

voltage. NMOS is almost perfect when passing a ‘O’, and this is therefore called a strong 

'O'. However, NMOS has a weak 7  * output when passing ‘ 1 ’ because the voltage level of 

the output is somewhat less than Vdd (=Vdd - Vtn).
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PMOS has the opposite behaviour, passing a strong ‘1’ but a weak ‘O’. Therefore, by 

combining a NMOS and PMOS transistor in parallel, called a transmission gate, it forms 

a gate in which ‘O’ and ‘1’ are both passed strongly as shown in Figure:6.5. The effective 

resistance of a unit NMOS transistor passing ‘0’ and ‘1’ can be modelled as R and 2R 

respectively, whilst passing ‘O’ and ‘ 1 ’ of a unit PMOS transistor as 4R and 2R[128]. Thus 

the effective resistance from passing a ‘O’ through the pass transmission gate is R II 4R 

=(4/5)R and passing a ‘ 1’ is 2R II 2R = R. Hence, a pass transmission gate can be seen as 

a unit transistor with an effective resistance of approximately R for both input levels. This 

makes the propagation delay (tpd) of a PTG small; the resistance of an ideal inverter would 

be 3RC which is three time larger than that of a PTG.

o

1 ——I 1----  Strons
0

P a s s  1 

1
b  0 -

4R
—

R
Strong

-VWA-
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Pass 0

Figure 6.5: The behaviour of the pass transistor

6.2.1 Fan-in and Fan-out of PTG

In an energy efficient system, the importance of fan-in and fan-out has been demonstrated 

in computing the Logical Effort (section 2.5.2). This can be used for a speed estimation 

of CMOS circuits. However, the fan-in and fan-out for pass transistor logic has not 

previously been considered. The inputs (fan-in) of a pass transmission gate are the data 

input (In) and the select gate inputs (S and S) as illustrated in Figure:6.6. Therefore, a pass 

transmission gate has a fan-in of 3. The fan-out of a PTG is the number of gate inputs that 

is driven by a PTG output. In Figure:6.6, a PTG has a fan-out of 4 since each inverter input 

connects to 2 transistors. The correct ratio of the increase in transistor sizing in successive 

logic stages can affect timing in cascaded logic stages and the power consumption. 

Therefore, logical effort can be used to find out the optimal energy consumption of the 

design.
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Figure 6.7: The relationship between normalized delay and electrical effort (h) of PTG

The delay comparison of an inverter, 2-input nand and a PTG gate is shown in Figure:6.7. 

By applying different electrical efforts (h), which is the ratio between Cout and Cin, the 

normalized delay can be extracted from a SPICE simulation; the normalised delay is the 

average delay obtained from all combinations of the input(s). The delay can be calculated 

from the summation of the effort delay (f) and parasitic delay (p) where the parasitic delay 

can be found by setting the electrical effort to zero (h=0) and the effort delay is the slope 

of the graph.

The computation of the logical effort for a 2-input nand gate and inverter is relatively 

easy. As shown in the graph, the inverter has a parasitic delay equal to 1 and an effort
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delay equal to 2 when the electrical effort is 2, so the logical effort (g) is 1. Similarly, the 

logical effort of the PTG (at point Z in Figure:6.6) can be calculated and is about 3/5. The 

logical effort of a PTG is a way of showing how difficult it is for that PTG to drive its 

output and how that relates to its delay. In the logical effort of the PTG above, the PMOS 

and NMOS devices are minimum size. Its output inverter gives PTG a good logical effort 

performance. This logical effort can be used to specify the proper number of logic stages 

on a path and the best transistor sizes for the PTG gates.

6.2.2 Transistor sizing

Another energy efficient circuit design methodology described here is transistor sizing; 

this is the variation of the transistor widths and lengths: W/L. This is especially important 

in pass transistor logic. Usually, when the design has been implemented by synthesis 

tools, cell elements with different transistor sizing are required to improve the maximum 

drive capability under various load conditions. The general technique which is used in the 

synthesizer is a simple look-up table to choose the proper gate drive corresponding to the 

estimated load. This means the synthesis tools cannot provide an energy efficient design 

due to the load being estimated rather than accurately known; this makes selecting an 

accurate drive capability impossible.

Table 6.2: Size of transistor of 2-1 PTG multiplexer

C A SE W idth o f pass gate 

(Um)

W idth o f  Select inverter 
(pm )

W idth o f  Output inverter 
(pm )

NMOS PMOS NMOS PMOS NMOS PMOS

1 0.28 0.28 0.28 0.28 0.28 0.28

2 0.28 0.28 0.70 1.24 0.28 0.28

3 0.80 0.80 0.70 1.24 0.28 0.28

4 0.80 0.80 0.70 1.24 0.70 1.24

5 1.00 1.00 0.70 1.24 0.70 1.24

6 0.28 0.28 0.70 1.24 0.70 1.24

7 0.28 0.28 0.70 1.24 0.36 1.46

8 0.80 0.80 0.70 1.24 0.36 1.46

9 0.80 0.80 0.28 0.28 0.36 1.46

10 0.28 0.28 0.28 0.28 0.36 1.46
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Figure 6.8: PTG multiplexer

The multiplexer circuit which is used as the main cell in the design presented in this thesis 

has been investigated to see how much improvement the design can achieve when 

transistor sizing is used. It is implemented using PTGs plus an output driver as shown in 

Figure:6.8. The multiplexer circuits differ from those in Figure:6.2 in that the PTG circuit 

has an output inverter driver. The size (width) of transistor of the different sections of the 

PTG 2-1 multiplexer used in this simulation are shown in Table6.2; the minimum length 

(of 0.28 pm) is used throughout. Ten different sizing options have been used and the 

circuits have been simulated at load capacitances of lOff, 20ff and 30ff. The transistor 

sizes have been chosen by the author from running schematic SPICE simulations and 

observing the lowest point on the power versus time graph for different transistor sizes. 

Casel uses a drive ‘O’ strength at the output. A NMOS width of 0.7pm with a PMOS 

width of 1.24pm gives a drive strength of 1 whilst a NMOS width of 0.36pm and PMOS 

width of 1.46pm represents a 1.5 drive strength. The pass gate transistors are always 

chosen to be the same size and this only affects the transmission time of the data. The 

transistor size has begun with the minimal transistor width of this 0.18pm geometry 

process technology, 0.28 pm. In the second case, the select inverter has been sized for both 

NMOS and PMOS to 0.70pm and 1.24pm, respectively giving a drive strength 1. The 

results of the investigation into the effects of transistor sizing on the driven capacitance 

and its impact on the maximum energy efficiency of the PTG multiplexer are shown in 

Figure:6.9. Notes that all combinational inputs of 2-1 multiplexer have been used for the 

simulation.

The results relate to the maximum output edge time (10% to 90% of maximum rising or 

falling edge) and the average propagation delay (average of 50% input to output edge 

times). In practice, load capacitance is very important and has a large effect on both the
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Figure 6.9: PTG 2-1 multiplexer results 

(a) maximum output edge time (b) typical propagation delay

performance and power of the system, especially in a large design. So different load 

capacitances have been attached to the multiplexer in the simulation. As can be seen in 

Figure:6.9, using minimal transistor size (easel) cannot achieve optimum energy 

efficiency when the load capacitance is increasing. It can be concluded from these results, 

that the CMOS pass gate transistors for minimum energy delay should be the minimum 

size and that the select inverter should be a drive l gate (PMOS/NMOS having width = 

l .24pm/0.70pm); this is capable of driving the select signals on 2 or 3 multiplexer gates. 

The optimum size for the output inverter is case 6 which is the best energy efficiency to 

the driven load (PMOS/NMOS width = l.24pm/0.70pm). The energy delay product
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figures do not include the leakage power which is small for this process provided the 

transistor sizing above is adopted.

6.3 Voltage Scaling in Pass Transistor Circuit

This section considers how a multiple or dynamic voltage supply will affect a PTG circuit 

in terms of energy efficiency. This is because it is very important to know how robust the 

circuit is under non-standard conditions. As mentioned before a dynamic voltage supply 

(DVS) can significantly improve the energy efficiency of a DSP because of the nature of 

a DSP processor. If operating at maximum speed, then the highest supply voltage should 

be used whilst the supply voltage should be scaled down when the system is idle.

Furthermore, scaling the voltage down in pass transistor logic may increase the leakage 

current; this may become important especially when the technology is scaled down. This 

section presents an example of an 8-bit ripple carry adder (RCA) based on pass gates to 

perform the XOR functions to form the sum and conventional CMOS circuits on to form 

the carry. The 0.18pm process technology, operates correctly when the voltage is scaled 

up or down by ±10%. The post layout SPICE simulation measurements enabled the 

relation between the energy delay product and voltage scaling to be calculated and is 

shown in Figure:6.10. This histogram shows that as the voltage is scaled down, PTG 

retains its better energy efficiency compared with CMOS.

I  PTG |  Conventional CMOS

1I1IIII
v=2.1 v = 2 .0  v = 1 .9 v = 1 .8 v= 1.7 v = 1 .6  v = 1 .5

Figure 6.10: Effect of supply voltage on energy delay product in an 8-bit ripple carry
adder
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Figure 6.11: The relation between leakage current and scaling voltage of the CMOS and
PTG ripple carry adder.

Both the CMOS and PTG ripply carry adder are also investigated for leakage current 

using the SPICE simulator when the adder inputs are constant after operating some 

random inputs to observe the leakage current. Figure:6.11 shows the leakage current 

which is drawn from the supply for the CMOS and PTG ripple carry adders at different 

supply voltages from 1.5V to 2.1V. As can be seen, the leakage current of the pass 

transmission gate is lower than the conventional CMOS when operated at the normal 

supply of 1.8V. However, the leakage current of the PTG ripple carry adder increases 

exponentially for voltages below 1.6V whilst there is no difference in the leakage current 

growth of the PTG and CMOS ripple carry adder above 1.9V. This makes the designer 

aware of the limitations of varying the voltage supply on the leakage power dissipation, 

especially when the PTG circuit operates at less than 1.6V.

The functional unit makes extensive use of XOR/XNOR gates and the data path design 

previously presented in chapter 4 and 5 mainly uses the PTG circuit shown in Figure:6.4. 

However, in some parts of the datapath, an even more economically energy efficient gate 

is used. The new XOR gate described in this section is novel and used in the final stage

6.4 XOR/XNOR Design For the Full Adder
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of the adder in the Hamming distance and normalization logic. It could also be employed 

elsewhere in the data path such as the XOR function in the logical unit, adder and 

compressor circuits. Unfortunately, by the time the new XOR gate was designed, the full 

custom logical unit and compressors were finished. Therefore, this XOR could be used in 

any future implementation for a more economical energy efficient version.

6.4.1 New full adder using Novel XOR-XNOR Gates

The three full adder inputs A, B and Carry in (Cin) produce the outputs Sum (S) and Carry 

out (Cout), where

S = A ©  B ©  Cin

C o u t  -  [{A  ©  B) ■ Cin]  + [ { no t  {A  ©  B)) • A]

Only the XOR-XNOR and multiplexer functions are required to implement a full adder. 

It is clear from recently proposed new XOR-XNOR gates in[129],[130],[131],[132] 

and[134] that pass transistor logic is a good candidate for low power and it has a 

promising high performance due to its low transistor count. However, loading of the adder 

inputs is required for realistic testing which will enable a meaningful comparison of 

different structures.

A new XOR gate shown in Figure:6.12 is proposed for the adders design in CADRE-s. 

This XOR contains only 3 transistors. Similarly, a new XNOR gate is achieved by 

swapping the A and A inputs. In Figure:6.12(a) if A is high, T2 and T3 acts as inverter 

and B is formed at Z whilst if A is low, B passes to Z via T1. This design has the advantage 

of not requiring the formation of B. Z will be VDD-Vtn when A is low and B is high; for 

all other input combinations Z is either OV or Vdd- Thus Z may need to be swing restored 

to VDD depending on the circuit it drives.

The new XOR-XNOR gate can be used to implement the full adder in three different ways 

as illustrated in Figure:6.16 for designs I, II and III; these designs are based on the full 

adder logic design with the multiplexer realised with a CMOS transmission gate. The two 

XOR gates in design I are swing restored. In design II no restoring buffer is placed after 

the first XOR but as its output signal is only used to drive the select signals of the CMOS
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Figure 6.12: XOR with 3 transistors

transmission gate, the carry output (Cout) still appears as full swing, whilst the XNOR 

gate with a restoring buffer is used to produce the sum output. In design III, the XOR gate 

is used with a restoring buffer together with the pass gate full-swing XOR proposed 

in[130] to produce the sum output. These designs are compared with 4 designs using other 

logic families. Design IV is a SPL design[135], design V uses PTG gates, design VI uses 

PTG gates plus output drivers whilst the reference design comprises conventional static 

CMOS logic. All the full adders I-VI and the reference design are summarized in 

Figure:6.13. All designs also include inverters to form the inverse of A, B and C as 

required.

6.4.2 Efficiency Evaluation

To be a fair test, all possible combinations of inputs are applied to the adder cell. 

Furthermore, since one sequence of inputs, which maximizes the energy consumption for 

a given cell, could exhibit less energy for another cell[136], six different patterns of input 

sequences as shown in Table6.3, are used which all generate the same output sequence of 

Sum and Cout. The average power dissipation and the worst case delay are used to 

calculate the energy-delay product.

The simulation structure shown in Figure:6.14 is designed to reflect the realistic operating 

conditions of the full adder being driven by another circuit and also itself driving some 

load. Buffers of drive 1 strength are used to drive the adder inputs and the output load 

comprises either no or 8 inverters. Output loading tends to be larger in an asynchronous 

circuit because an extra load is imposed by driving a delay model or completion detection
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Figure 6.13: New full adders

circuit and this needs to be taken into account. In addition, transistor sizing has been 

chosen on the basis of minimising energy in each design being evaluated as explained in 

section 6.2.2. The SPICE simulations target an 0.18um geometry and have been 

performed under identical environmental conditions.
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Table 6.3: Six different input patterns

Pattern 1 000 001 010 Oil 100 101 110 il l 000

Pattern 2 000 010 001 Oil 100 110 101 111 000

Pattern 3 000 100 010 110 001 101 Oil 111 000

Pattern 4 000 100 001 101 010 110 Oil 111 000

Pattern 5 000 010 100 110 001 on 101 111 000

Pattern 6 000 001 100 101 010 O il 110 111 000

Full adder

Figure 6.14: Test structure for 1-bit full adder.

All the full adders shown operate correctly at the regular* supply voltage of 1.8V and have 

the full voltage swing at their outputs.

Table 6.4: Simulation results for the full adders at 1.8 V without output load

Design No. of 
Transistors

Without output load

Power
(uW)

Delay
(ps)

Energy
(pJ)

EDP
(pJxps)

NORM 
% EDP

1 20 56.63 332 0.019 6.24 -21%

11 19 50.24 279 0.014 3.91 -50%

III 16 48.55 336 0.016 5.48 -31%

IV 21 62.17 262 0.016 4.27 -46%

V 20 51.30 193 0.010 1.91 -76%

VI 28 51.48 222 0.011 2.54 -68%

Reference
Design

36 71.17 333 0.024 7.90 0
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Table 6.5: Simulation results for the full adders at 1.8 V with output load

Design No of 
Transistor

With output load (8 inverters)

Power
(uW)

Delay
(ps)

Energy
(pJ)

EDP
(pJxps)

NORM 
% EDP

I 20 138.46 456 0.063 28.79 +68%

II 19 100.24 344 0.034 11.86 -31%

III 16 143.06 588 0.084 49.46 +189%

IV 21 139.99 322 0.045 14.51 -15%

V 20 127.80 289 0.037 10.67 -38%

VI 28 98.64 263 0.026 6.82 -60%

Reference
Design

36 119.00 379 0.045 17.09 0

The simulation results of the sequence of input patterns running on the test structure 

without and with an output load are shown in Table6.4 and Table6.5, respectively. The 

area is approximately proportional to the number of transistors so apart from design VI, a 

design occupies approximately 55% of the static CMOS adder area. The power consumed 

is also proportional to the number of devices and when loaded also depends on whether 

an output driver is used. Performance is dependent upon the number of transistor stages, 

the drive strength of internal signals and when loaded whether an output buffer is present. 

Thus design III when loaded has the worst power and performance because there is no 

drive on the Sum output and passing a low through the output PMOS transistor is 

relatively slow. The power and performance benefit from incorporating an output driver 

is illustrated by comparing the loaded results for design V and VI. Design VI is the most 

energy efficient of all the designs because as well as the output driver it also has strong 

internal driving due to internal buffering.

Of the three new designs, design II is the best being faster than design I because an 

inverter has been removed from the sum path. Performance and power are further lowered 

as the internal capacitance has also been reduced. Design IPs power is similar to design 

VI but its performance is not as good due to its weaker internal drive. Nevertheless design 

II when loaded has the third best energy efficiency. Design IV uses the pass network and 

restoring buffer shown in Figure:6.4 and its high short circuit current results in its 

relatively high power consumption.
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Table 6.6: Simulation results for full adder sub-set with 8 inverters as the output load at
different supply voltages.

Design II V VI Reference
Design

Number of Transistor 19 20 28 36

V=1.8V

EDP (pJ x ps) 11.86 10.67 6.82 17.09

Power (uW) 100.24 127.80 98.64 119.00

Delay (ps) 344 289 263 379

Comparison -31% -38% -60% 0

V=1.5V

EDP (pJ x ps) 10.72 14.79 7.53 19.03

Power (uW) 73.08 89.75 73.12 89.95

Delay (ps) 383 406 321 460

Comparison -44% -22% -60% 0

V=1.3V

EDP (pJ x ps) 10.99 18.53 8.85 22.69

Power (uW) 57.02 66.71 58.81 73.13

Delay (ps) 439 527 388 557

Comparison -52% -18% -61% 0

V=1.0V

EDP (pJ x ps) 18.32 39.98 14.77 38.04

Power (uW) 38.14 42.32 40.90 51.91

Delay (ps) 693 972 601 856

Comparison -52% 5% -61% 0

The lowest possible voltage consistent with the desired performance is normally applied 

because the power consumption is proportional to the square of the supply voltage. 

Therefore, three lower levels of voltage (1.5, 1.3 and 1.0 V) below the regular supply 

voltage (1.8 V) have also been evaluated for their energy-delay product for the three best 

adders (design II, design V and design VI) and for the static CMOS full adder. This 

analysis has used the same input patterns. The simulation results in Table6.6, show that 

full adder design VI is the most promising approach for energy efficiency at all the 

different voltages. Whilst full adder design V has a better energy saving than the new 

proposed adder design II at the regular voltage supply, design II is better when the voltage 

is reduced. Furthermore, design II dissipates less power than design VI as the supply is 

lowered. This is because the new XOR-XNOR gate is designed to pass inputs strongly by
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one of the NMOS transistors whilst a ‘ V is passed strongly by the PMOS device for the 

AB=”10” combination.

Table 6.7: Simulation results for full adder sub-set with output load (8 inverters) with the
6 patterns of the sequence inputs

Design (V=1.8V) II V VI Reference
Design

Pattern 1

EDP (pJ x ps) 11.86 10.67 6.82 17.09

Power (uW) 100.24 127.80 98.64 119.00

Comparison -31% -38% -60% 0

Pattern2

EDP (pJ x ps) 7.47 6.63 6.35 16.26

Power (uW) 109.62 99.56 92.50 123.39

Comparison -54% -59% -61% 0

Pattern3

EDP (pJ x ps) 16.69 9.29 9.81 19.47

Power (uW) 98.32 118.51 104.78 125.41

Comparison -14% -52% -50% 0

Pattern4

EDP (pJ x ps) 5.95 15.22 3.86 7.63

Power (uW) 111.40 124.25 105.86 124.07

Comparison -22% +99% -49% 0

Patterns

EDP (pJ x ps) 14.60 8.09 8.65 19.03

Power (uW) 86.00 103.14 93.01 122.00

Comparison -23% -58% -55% 0

Pattern6

EDP (pJ x ps) 11.97 14.98 7.05 20.16

Power (uW) 101.16 122.27 101.97 140.36

Comparison -41% -26% -65% 0

The simulation results from Table6.7 show the significant variation in results obtained 

according to the input sequence applied and it is possible that some systems using DSPs 

may be able to organize their adder inputs to exploit this feature. Table6.7 shows that for 

most input sequence patterns design VI is the most energy efficient full adder although it 

occupies approximately 50% more area than design II. In some patterns, design II 

dissipates less power than design VI.

The full adder design II using the new XOR-XNOR is an alternative choice for designs 

where both power and area are the critical issues. Design V is a poor choice because it has
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the worst energy consumption for some cases of the input patterns. Both design II and 

design VI offer significant energy savings over the static CMOS design.

For robust systems, circuits need to generate the full voltage swing at the outputs. A 

number of full adder designs have been presented and compared. The best energy efficient 

1-bit full adder for practical design is based on pass transmission gates with output drive 

buffers. The results also demonstrate that using CMOS transmission gates without the 

output driver cannot achieve energy efficiency. The new full adder (design II) 

implemented using the novel XOR-XNOR gates with restoring buffers yields the best 

circuit for low power when the voltage supply is scaled down, making it suitable for use 

with a voltage scaling technique. In addition, the new full adder is the best choice for 

applications where area is a critical issue.

The new full adder design II has been used in the final addition of the Hamming distance 

and normalization unit because it dissipates low power. Additionally, a significant 

advantage of using the new adder design is that the datapath becomes more compact. The 

new XOR/XNOR could also have been used in other arithmetic functions such as the 4-2 

compressor for a more economical area and power budget; this is discussed in the next 

section.

6.5 Energy Efficient 4-2 compressor

A conventional 4-2 compressor has typically five inputs (PI to P4 and Cin) and three 

outputs (PC, PS and Cout). The four inputs (PI to P4) and the output PS have the same 

weight (2°). The output PC is weighted one binary bit higher (2*). The final input, Cin, is 

from the preceding compressor module of one bit lesser significance. The carry output 

from the compressor, Cout (weight 21), is passed to the compressor of one bit higher 

significance. The layout can be very compact as the logic corresponds to the data flow 

with the data inputs and outputs PI to P4, PS and PC, flowing vertically and the input and 

output carry Cin and Cout flowing horizontally.
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6.5.1 4-2 Compressor Designs

Conventional 4-2 compressors can be implemented with two stages of full adders 

connected in series. There are many compressor designs. For example, Nagamatsu[137] 

introduced a logic circuit optimization to shorten the resulting critical path. The 4-2 

compressor implemented in pseudo-CMOS logic was given in [138], However, it 

increased the switching activity because of the large number of inverters used in the 

design. Many 4-2 compressor circuits use the equations 4.6, for example[139], [140]. The 

block diagram of 4-2 compressor architecture is shown in Figure:6.15.

A B C D

XOR

Cout
Cin

XOR

XOR

XOR

MUX

MUX

PC PS

Figure 6.15: Architecture of the 4-2 compressor

6.5.2 4-2 Compressor Circuitry

There are several designs available to implement the 4-2 compressor. A multiplexer based 

implementation of a 4-2 compressor using pass transmission gates was given in [143], A 

double pass transistor logic (DPL) based on compression technique [144] was first 

employed in AMULET3i[145] and this exhibits lower power consumption and higher 

speed compared to earlier designs. But this increases the overall transistor count to 58 

transistors.

The new 4-2 compressor used in CADRE-s uses the new three transistor XOR-XNOR 

gate. It is shown in Figure:6.16 and minimizes the number of transistors. Due to the new
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XOR-XNOR gate using only three transistors and not needing to generate inverse outputs 

(such as required in the DPL circuit), the total number of transistors used in the CADRE- 

s compressor, shown in Figure:6.16, is only 29 transistors against the 58 reported for DPL. 

Circuit simulation shows that the energy consumption per operation of the DPL 4-2 

compressor is about 0.1 lpJ whilst the new 4-2 compressor consumes only 0.05 pJ which 

is better than the DPL by about a factor of two. Since the design in Figure:6.16 was 

proposed after most of the data path was completed, it became impractical to include it in 

the final design. However, the proposed design should be considered for inclusion in any 

subsequent version of the CADRE-s design. It would also be suitable for inclusion in 

other arithmetic unit designs.

V D D

P4
VDD

VDD

P2

Cin,-T l

C out
'  PC

Cin.

Figure 6.16: A proposed 4-2 compressor

6.6 Energy Efficient Latch

The pass transmission gate latch shown in Figure: 6.17 is used for preventing unnecessary 

transitions from passing through to the next unit in the data path. When En is high and En 

is low, the NMOS and PMOS transistors of the pass transmission gate are on and the latch 

is loaded. However, when En is low and En is high, the PTG is off. The only significant 

problem is about charge sharing at node X between the PTG and inverter. A very weak 

inverter is therefore placed in the feedback path to statically maintain the output state.
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En weak

D.

En

Figure 6.17: A pass transmission gate latch

6.7 Layout Consideration

6.7.1 Datapath Layout

Both the full custom datapath and the standard cells used for the control and scan paths 

have been carefully optimized for both performance and area efficiency. This improves 

the circuit energy efficiency. Efficient layout is a significant goal for any VLSI design, 

whether it aims at low power or high performance. Both the datapath and standard cells 

layouts for energy efficient systems have the same goal of minimizing the layout area. In 

addition, commercial cell libraries only typically provide strength 1 and 2 output drives. 

Therefore, full-custom design gives greater flexibility and energy efficiency compared to 

semi-custom design. Moreover pass transistor design implemented by adopting a semi­

custom style cannot gain the advantage of optimal area because pass transistor cells then 

need to conform strictly to the same design rules and area as other conventional CMOS 

cells. Table6.8 shows experimental results from a standard cell and full custom XOR 

circuit.

In term of energy efficiency, it is clear that comparing the layout results, implementing 

the circuits using full custom gives a significant energy saving compared with using 

standard cell; the advantage of using full custom is not really apparent if just a schematic 

comparison is performed. For this reason, the CADRE-s data path has been implemented 

with the full custom style.
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Table 6.8: Energy saving of PTG XOR: standard cell versus full custom

Standard cell Full custom % Saving

Power
(uW)

Delay
(ps)

Power
(uW)

Delay
(ps)

Schematic 12.204 40.0 11.736 40.0

Layout 16.488 47.4 13.50 43.0

Energy(Schematic)(x 10"18 J) 489 470 3.73%

Energy(Layout)(x 10“18J) 782 581 25.68%

Et(Schematic)(xlCT30Js) 
(energy - delay product)

19526 18797 3.73%

Et(Layout) (x 10~30 J s) 37060 24984 32.58%

The pitch of the datapath is set when the entire schematic of 1-bit of the FU datapath is 

completed. Of the full custom cells designed for the data path, the 4-2 compressor circuit 

is the biggest cell in the FU datapath. From this, the maximum datapath width of 1 cell is 

able to be calculated (7.28um). Following this, the FU datapath has been partitioned to 

minimise the length and number of buses across the datapath. In Figure:6.18, the floor- 

plan of the CADRE-s datapath layout shows each stripe of the functional unit datapath 

which gives an optimal bus arrangement and area where ml,m2,m4 and m5 are 

multiplexer stages. The layout reflects the flow of data to minimise the length of wiring 

required.

The 4-2 compressors in the multiplier, adder, and hamming distance and normalization 

logic have been laid out in a line so as to minimise their area and interconnection lengths 

(at the expense of greater design and layout effort). Cells abut where possible and the key 

to butting up cells is to match the pitch of the cell’s input and output signals. Cells 

connected together in a vertical slice must have the output pitch lined up with the input 

pitch at the cell edge. Figure: 6.19 shows the line-up for 4-2 compressor cells. Reducing 

the vertical connection of a 4-2 compressor row makes the layout smaller, lowers power 

and increases performance. This line-up technique is also applied in the carry-look-ahead 

tree and to every component that has a vertical connection in the CADRE-s datapath. The 

cells are designed with power and ground rails on the far left and right of the cell as shown
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Figure 6.18: Functional unit datapath floor-plan

in Figure:6.20; this enables the cell to connect directly to other datapath cells in the next 

slice on either side of it if routing through the cell is not required.
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Figure 6.19: A 4-2 compressor layout in the multiplier showing cell abutment

In the process used, six metal layers are available with Metal 1 nearest the substrate and 

Metal6 the furthest away. Metal 1 has been used for local connections. Metal2 is utilized 

for power (VDD) and ground (GND) and its line widths are dictated by the maximum 

current a cell can draw. Metal2 and Metal4 are utilized for control lines whilst Metal3 and
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Metal5 are used for local and global data buses. The summary of metal use is shown in 

Table6.9.

Table 6.9: Metal usage summation for full custom datapath

Metal Usage

1 local connections inside cells

2 power, ground, control signals

3 local data buses

4 control signals

5 global data buses

6 power, ground

Pin Pin

I BIT1 BIT PinPin
CELLCELL

Pin Pin

Figure 6.20: Layout format for 1-bit cell in full custom functional unit datapath

6.7.2 Standard cell layout

An in-house Standard Cell Library named Amust, has been used in the control unit. It 

contains basic static CMOS gates (AND, OR, NAND, NOR, etc.) and Muller C-gate 

elements; Muller-C gates are required for the asynchronous handshake control. The 

layout of each cell in this Amust library has been laid out by hand to have a minimal 

overall area compared to synthesized layout. The pitch for the standard cell control was 

set to 6.4um. There are four different versions of each logic gate capable of driving 

different loads (drivel, drive2, drive3 and drive4). In Figure:6,21, a summary of the
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layout rules for the Amust library is shown for two adjacent cells in a slice. The power 

and ground rails are 8L in Metal 1. Metal2 is avoided as much as possible in standard cells 

to allow Metal2 to be used for routing over the cells. Meanwhile, all pins have to be placed 

in the middle in Metal 1 on a 6.4um routing pitch.

VDD VDD

1 BIT 1 BIT

CELL CELL

GND GND

Figure 6.21: Layout format for standard cell library (Amust)

Interconnect Resistance

For the 180nm process, the upper layers of metal have less resistivity due to being thicker. 

Hence, a high switching transition bus is recommended to use the upper metal layers such 

as Metal4, Metal5 or Metal6. On the other hand, contacts and vias also have a resistance 

associated with them that is dependent on the contacted materials and size of the contact. 

Multiple contacts can form low-resistance connections. When current turns at the comer, 

then a square array of contacts is generally implemented.

Layout for Dual Supply Voltage

The incorporation of the tunable delay mechanism requires the use of two different supply 

voltages. A conventional dual-supply layout style uses two n-wells (one for each supply) 

in order to isolate the n-wells connected to different supplies from one another. By doing 

this, an area penalty is incurred corresponding to the minimum spacing between two cells 

operating at different voltages. Therefore, sharing the n-well for the two supplies is 

introduced in the full-custom database to reduce the area overhead. This shared n-well
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layout is connected to the regular supply and employs an extra power rail for the source 

voltage in a higher metal layer, whilst the power rail of the substrate voltage runs 

underneath using a lower metal layer. The power line to the tunable delay does not need 

to be very wide because the current required is relatively small.

In this chapter, energy efficient circuits implemented by pass gate logic, and layout 

considerations for energy efficiency have been presented. This completes the description 

of the CADRE-s design and its implementation. The next chapter presents the results of 

running programs on the design.
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7.1 Chip Connections

CADRE-s is implemented on a 0.18pm CMOS process having 6-metal layers and runs 

from 1.8V. Figure:7.1 shows the final chip which is in the final stages of preparation for 

fabrication. Thus results presented in this chapter are the result of simulating the layout 

following the layout versus schematic (LVS) checks. The tests described seek to 

demonstrate the energy efficiency of the FU designed by the coherent low energy design 

techniques described in the thesis. The kernel benchmarks are translated into binary codes 

by the CADRE assembler developed by Mike Lewis [72]. A Verilog module then re­

arranges this binary code into the format for serially shifting into CADRE-s. The 

CADRE-s die, shown in Figure:7.1, measures 4.5 x 3.9mm and contains over 230,000 

transistors plus 14 RAM memories of 2k x 16 bits plus a further 4 RAM memories of 64 

x 32 bits.

The CADRE-s die is to be placed into a 68-pin Pin Grid Array (PGA) package. There are 

25 signal pins with 9 pins required for the DSP input/output and 16 required for the scan 

chain pins. Thus, there are no large data buses into or out of the chip. In addition to the 

signal pins, there are 13 power pins and 24 ground pins. The power pins are further 

subdivided into 1 pin for the tunable timing logic (vddtune), 4 for the FU voltage (one per 

FU) (vddfu), 4 pins for the 1.8V input/output pads and RAMs, and 4 pins for the 3.3V 

input/output pads. The complete chip pad pins are given in Appendix A. There are 4 

additional power pins and 3 signal pins for test circuits external to the FU design.
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Figure 7.1: CADRE-s Die Photo

7.2 Kernel Benchmarks

This section outlines the four kernel benchmarks used to evaluate CADRE-s.

7.2.1 Digital filters

DSPs have become very popular because of their excellent performance when performing 

as digital filters. Normally, filters are used for signal separation and restoration. For 

example, if a signal suffers from interference or noise, then a filter can be used to separate 

the signal from the noise. Similarly, if a signal has been distorted, a filter can be employed 

to obtain a better signal. A filter is able to be either analog or digital. However, a digital 

filter is better than an analog filter in terms of performance.

The well-known and widely used method of filtering is performed by convolution. The 

equation for the Finite Impulse Response (FIR) filter is shown in Eq.7.1. A FIR with 256 

data samples and 20 coefficients has been used to evaluate the CADRE-s system.
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M  -  1
y ( n ) =  2 Cr X(„ _ ,} ..... Eq.7.1

k = 0

7.2.2 Vector Dot Product

The dot product operation multiplies two one dimensional vectors and sums the products. 

It is useful for matrix calculations and is also common in filtering operations. The 

operation performed is given in Eq 7.2.

N
Y = 2  a(n) • X(n)  ..Eq.7.2

n = 1

where a(n) and X(n) are the vector elements of length N. CADRE-s has evaluated this 

function for N = 100.

7.2.3 Correlation

The correlation function shows the similarity of two signals and finds out how long they 

remain similar' when one is shifted with respect to the other. Correlation is a widely used 

computational operation in digital communications and other systems processing random 

signals. The correlation of 2 sequences a(n) and x(n) is defined in [81] as

co
y(n) = ^  a(k) ■ x(n + k) .... Eq.7.3

k  =  - o o
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If a(n) and x(n) have finite length N, the digital correlation operation is given as follows:

N - I

y(n) = ^  a(k) • x(n + k ) ... Eq.7.4
k = 0

In the evaluation performed on CADRE-s, N = 4 have been used for running the 

correlation kernel. The operation in Eq.7.4 can be written in matrix-vector multiplication 

form as

7 ( - 3 r 0 0 0 4 0 ) ■
y { ~  2 ) 0 0 4 0 ) 4 1 )

4 - 0 0 4 0 ) 4 1 ) 4 2 )

4  o) = 4 0 ) 4 1 ) 4 2 ) 4 3 )

4 0 4 D 4 2 ) 4 3 ) 0

y( 2) 4 2 ) 4 3 ) 0 0

- 4 3 ) . - 4 3 ) 0 0 0 _

'a(O) 
a ( l )  
a( 2) 
a{ 3)

for N=4.

7.2.4 Discrete Cosine Transform (DCT)

DCT is a mathematical operation that transforms a set of data to its frequency 

components. The number of samples should be finite and a power of two for optimal 

computation time. A one-dimensional DCT is used to convert an array of numbers (signal 

amplitudes at various points in time) into another array of numbers. The first element in 

the result array is a simple average of all the samples in the input array and is referred to 

as the DC coefficient. The remaining elements in the result array each indicate the 

amplitude of a specific frequency component of the input array and are known as AC 

coefficients. The frequency content of the sample set at each frequency is calculated by 

taking a weighted average of the entire set. The weight coefficients are those of a cosine
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wave, whose frequency is proportional to the result array index. The procedure of 

transforming the spatial domain of pixels to the DCT domain is given in Figure:7,2.

Sample

W eight

DC Coefficient

Sample
Array

W eight

Results

First AC Coefficient

Figure 7.2: Sample of transforming spatial domain of pixels to DCT domain

The two-dimensional DCT uses the same fundamental principle as the 1-D DCT, It 

assumes an 8x8 array of pixels i.e. eight rows of eight pixels. So a 1-D DCT is applied 

separately to each row of eight pixels to produce eight rows of frequency coefficients. 

These eight coefficients are then taken as eight columns with the first column containing 

the DC coefficient, the second containing the fundamental frequency f, the third column 

coefficients of 2f etc. More details about the DCT can be found in [81],[154].

7.3 Speech / Voice Data

As mentioned before, the functional unit design is aimed at mobile applications. It is also 

expected to run multimedia applications such as 3-D gaming, enhanced graphics, video 

and digital audio features on 3G mobile hand-held devices (smart phones and PDAs). In
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this section, the speech/voice data employed in running the kernel benchmarks is 

described.

The main speech coding techniques which are used today can be divided into three classes 

- waveform codecs, source voice codecs and hybrid codecs. The waveform codecs are 

used at high bit rates and give very good quality speech. In contrast, the source codecs 

operate at very low bit rates and tend to produce speech which sounds synthetic. Finally, 

hybrid codecs use techniques from both source and waveform coding and give good 

quality speech with intermediate bit rates.

The evaluation on CADRE-s uses waveform codecs to generate the test data. The 

waveform codecs are low complexity codecs which produce high quality speech at rates 

above about 16 kbps. The simplest form of waveform coding is Pulse Codec Modulation 

(PCM), which involves sampling and quantizing the input waveform. Narrow-band 

speech is typically band-limited to 4kHz and sampled at 8kHz. If linear quantization is 

used then 12 bits per sample (bit rate = 96 kbps) is needed to produce good quality speech. 

A logarithmic quantizer is often used in speech coding and gives a signal to noise ratio 

which is almost constant over a wide range of input levels. At a rate of 8 bits per sample 

or 64 kbps, it gives a signal which is almost indistinguishable from the original.

Another type of waveform codec uses Adaptive Differential Pulse Code Modulation 

(ADPCM) which quantizes the difference between the speech signal and a prediction that 

has been made of the speech signal. If the prediction is accurate then the difference 

between the real and predicted speech samples will have a lower variance then the real 

speech samples, and will be accurately quantized with fewer bits than would be needed to 

quantize the original speech samples. At the decoder the quantized difference signal is 

added to the predicted signal to give the reconstructed speech signal. The performance of 

the codec is aided by using adaptive prediction and quantization, so that the predictor and 

difference quantizer adapt to the changing characteristics of the speech being coded. In 

the mid 1980s, the CCITT standardised[141] a 32 kbits/s ADPCM, known as G721, 

which gave reconstructed speech almost as good as the 64 kbits/s PCM codecs. Later 

G726 and G727 codecs operating at 40, 32, 24 and 16 kbits/s were standardised.
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7.4 Results

7.4.1 Operation Rate

The kernel benchmarks are supplemented by a validation test program written by the 

author. This tests every instruction of CADRE-s for correct functionality repeatedly 

testing each instruction 50 or 100 times with random data. The kernel benchmarks used 

comprised a FIR filter (called FIR-20vl) with 20 coefficients and 256 sampling points 

mapped onto 4FUs to minimise data fetches, a FIR filter called FIR-20v2 similar to FIR- 

20vl but minimising the number of timing slots, a 2 dimensional DCT where n=8 (the 

code, data and coefficients are contained in [151]), a dot product program with N=100 and 

a correlation function with N=4. Note that the data and coefficients of FIR-20 have been 

provided from Motorola’s DSP56K benchmark, otherwise the random numbers have 

been used as input data.

Table7.1 shows the average instruction rate, the overall rate of performing arithmetic 

operations and the occupancy in the 4 FUs during program execution. The results are 

slightly over-optimistic because the time to set up the configuration memory prior to 

running the programs is ignored. However, since the number of configuration memory 

lines in general is relatively small compared with the number of operations performed in 

the programs, the results in Table7.1 are indicative of the performance to be expected 

from the system when running.

From Table 7.1, CADRE-s can perform at over 190MOPS which more than meets the 

expected target at 160MOPS higher than the 3G mobile phones of lOOMOPs. 

Furthermore, Table7.1 shows, as expected from the algorithms, the parallelism of the 

system can be fully exploited and the occupancy figures indicate that a very high level of 

concurrency is achieved. The modest and variable instruction rate of 50-66MHz is 

indicative of simpler units working at their natural rate rather than being coerced to 

conforming to a clock. The ability of the design to adapt to the calculations being 

performed is of course one of the advantages of asynchronous design.
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Table 7.1: Parallel instruction rates and operations per second

Benchmarks Instruction
rate

Arithmetic 
operation rate

Parallelism
Achieved

Validation 66MHz 264MOPS 100%

FIR-20vl 50MHz 192MOPS 96%

FIR-20v2 50MHz 190MOPS 95%

2-D DCT 8x8 59MHz 236MOPS 100%

Dot Product 
(N=100)

50MHz 200MOPS 100%

Correlation (N=4) 50MHz 200MOPS 100%

7.4.2 Run Time

The post-layout netlist of CADRE-s in SPICE format is extracted by the DIVA[149] 

software which is part of the Cadence EDA tool flow; this takes the parasitic capacitance 

into account. Following this, the CADRE-s netlist is simulated using the Verilog co­

simulator (VCS_nanosim)[150]. In order to get accurate results, similar to those of 

fabricated silicon, the Verilog timing models with necessary process parameters such as 

the load capacitance of the RAMs and the pad input/outputs are also included in the 

simulation. All binary codes of the test programs are generated by a Verilog test module.

Table 7.2: Power and energy consumption of CADRE-s operated at 1.8V

Benchmarks Avg. Power 
consump­

tion 
(mW)

run time 
(us)

Energy
(uJ)

No. of 
instructions

Avg. energy 
(nJ)/ 

instruction

Validation 21.18 13.14 0.278 80 3.48

FIR-20vl 23.42 1,316 30.82 6,400 4.81

FIR-20v2 25.47 1,107 28.19 5,376 5.24

2-D DCT 8x8 22.67 170.25 3.86 832 4.64

Dot Product 
(N=100)

24.04 22.13 0.53 108 4.92

Correlation
(N=4)

23.97 8.2 0.19 40 4.91
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Note that CADRE-s uses the manufacturer’s RAMs[142] and only a top level timing 

model in Verilog for these is provided; no internal detail is included in the RAM model. 

Therefore the average power consumption of the RAM based on the specification on the 

data sheet has been analysed. According to this, the power consumption per megahertz 

(mW/MHz) for reading and writing is approximately the same at 0.24mW/MHz; this 

gives a power consumption per operation of 12mW@50MHz. This figure is used in 

subsequent power consumption analyses.

The average power consumption and run time shown in Table 7.2 are measured on the 

CADRE-s system. The run time includes the FU execution time and the time to download 

the data and instructions. It should be noted that the energy calculations are based on the 

metric of energy for the burst throughput mode which is (Emax + Eid]e)/Tmax as stated in 

chapter2.

The download period depends on the size of programs and uses a clock frequency of 

167MHz for shifting data serially. The longest scan path is 113-bit found in the functional 

unit consisting of address, data and control signals for two operand 2Kx 16-bit RAMs, one 

64x32-bit configuration memory and one 2Kx 16-bit result RAM. So even with a 

download frequency of 167MHz, the download time dominates the run time. The 

breakdown between the download and execution inn time is given in Table 7.3. This 

enables the actual energy efficiency of the FUs to be analysed.

7.4.3 Execution Energy of FIR Filter

The overall power and run time figures can be broken down into those during execution 

and those during download. This is shown in Table 7.3. The figures have been obtained 

from the trace file generated by the Nanosim simulation. As discussed in chapter3 about 

the trade-off between minimizing switching activity with the number of time slots and 

configuration memory instructions in the FIR filter, the results in Table 7.3 shows that the 

energy consumption of the FIR filter with a smaller number of time slots and 

configuration memory instruction (FIR-20v2) is less than the FIR filter with a data
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arrangement for minimizing the switching activity by about 7%; this is because of its 

shorter run time.

Table 7.3: Break down average power, download and execution time of the CADRE-s

Benchmarks Average power 
consumption 

(mW)

run time 
(us)

Energy
(uJ)

Execution Download Execution Download Execution Download

Validation 18.49 23.88 0.25 13.00 0.004 0.310

FIR-20vl 22.97 23.88 30.4 1,285.63 0.698 30.701

FIR-20v2 24.06 23.88 26.9 1,080.70 0.647 25.807

2-D DCT 8x8 21.47 23.88 3.52 166.73 0.075 3.981

Dot Product 
(N=100)

24,21 23.88 0.54 21.59 0.013 0.515

Correlation (N=4) 24.06 23.88 0.19 8.11 0.004 0.194

As can be seen in Figure:7.3, which shows the difference between the execution and 

download energy, CADRE-s dissipates more than 96% of its overall energy consumption 

in downloading the data and instructions. It is only to be expected that the top level 

framework surrounding the CADRE-s FUs will dominate the power as it contains 14 

2Kxl6 bit RAMs. In a complete system comprising a register file, instruction buffer etc., 

the RAM power will drop dramatically; for example, in the original CADRE, on-chip 

RAM was estimated to consume only 3% of the overall power. For this reason in further 

analysis of CADRE-s, the download time will be ignored and attention concentrated only 

on the execution time and power of the functional units.

Looking at the execution energy of the FIR-20vl on the CADRE-s FUs, it is only 0.7 pJ. 

To put this result into context, the original CADRE was designed on a 0.35pm process 

running from 3.3Y. Furthermore the original design was only simulated at the schematic 

level and realistically the energy will (at least) double in going down to layout. Taking all 

these factors into account and scaling the original CADRE results to 1.8V and 0.18pm, 

the FUs in CADRE-s result in less energy than in the original CADRE by a factor of 4.6 

for the FIR-20vl program.

Chapter 7: Evaluation 172



7.4 Results

■  execution ■ download

100%

90%

80%

^  7 0 %5
0s 60%
•
9« 50%
c
8 40%k

a  30%

20%

10%

0%

Figure 7.3: The proportion of execution and download energy in CADRE-s

7.4.4 Instruction Mix and Execution Time

The relative power consumption for each instruction type has been extracted for the 

programs run and is shown in Figure:7.4. The shifter operation consumes the smallest 

power dissipation (=l) compared to others. From the pie chart in Figure:7.4, 

multiplication and multiply accumulate instructions dissipate five times as much power 

as a shift instruction. Therefore, this suggests that multiplying by a power of two should 

be performed by a shift operation instead. Addition consumes half the power of 

multiplication. So using the addition instead of multiplication needs to be considered 

carefully. The other instructions such as MAX, MIN, ABSMAX and ABSMIN consume 

approximately the same power as addition because these operations are based on addition. 

The Hamming distance and normalization instructions dissipate slightly less power than 

addition. Thus, re-arranging instructions carefully can minimize the energy consumption 

in the system.

Validation FIR-20v1 FIR-20v2 2-D DCT 8x8 Dot Product Correlation
(N = 100) (n=4)
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Figure 7.4: The ratio of energy per instruction compared to shift instruction

Table7.4 gives a summary of the instruction breakdown for each benchmark program. It 

Table 7.4: Instruction breakdown for the benchmark programs

Instruction Validation FIR-20vl FIR-20v2 2-D DCT Dot Prod­
uct

Correla­
tion

ADD 10% 12% 0% 34.6% 0% 0%

MPY 5% 16% 4.7% 19.2% 3.7% 40%

MAC 5% 64% 90% 15.3% 96.3% 60%

SHIFT 5% 0% 0% 0% 0% 0%

Others 75% 8% 5.3% 30.9% 0% 0%

shows that in general the CADRE-s FUs spend most of their time multiplying or adding. 

For typical algorithms this is at least 70% of the time and for many algorithms it is over 

90%. Thus the time spent in fully optimising the adder and multiplier designs is more than 

justified.
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7,4.5 Scaling Down the Supply

Three DSP kernels, the FIR-20v2, the two dimensional DCT 8x8 and correlation are used 

in the simulation to find the energy saving when CADRE-s operates from a 1.6V supply. 

The results in Table 7.5 show the energy saving from running FIR-20 v2, the 2-D DCT and 

correlation to be about 24%, 22% and 22%, respectively compared with running at 1.8V. 

It is clear that CADRE-s using a voltage scaling technique can gain an energy saving. This 

implies that the voltage should be reduced to provide just the required throughput 

whenever possible.

Table 7.5: Energy consumption during the execution time of CADRE-s a 1.6V power
supply

Bench­
marks

Average Power 
Consumption 

(mW)

Execution 
Time (us)

Energy
(uJ)

Energy Saving 
compared to 

V=1.8V

FIR-20v2 18.51 28.24 0.523 -2 4 %

2-D DCT 8x8 16.52 3.78 0.062 -22%

Correlation 18.50 0.20 0.0037 -22%

7.4.6 Power Breakdown In the Functional Units

The average power consumption during the execution time can be broken down into the 

power to supply operands from the scan path, the power dissipated in the FUs and the 

power taken by the tunable delay circuits. The results of this breakdown are shown in 

Table 7.6. From Table 7.6, the average power consumption of the FUs in FIR-20v2 is 

higher than FIR-20vl even though the total energy consumption of FIR-20v2 is less than 

FIR20-vl as shown in Table 7.3. This is because although the FIR-20vl has less 

switching activity than FIR-20v2, FIR-20v2 uses less execution time to complete. This 

makes FIR-20v2 consume less energy than FIR-20vl.

The power consumption for the tunable delay of the asynchronous design is very small at 

< 6% of the overall power consumption in the FUs. Considering that the clock generator 

can dissipate about 30% of the overall system power in synchronous design, it can be 

concluded that the overhead of the delay model in this asynchronous design is relatively 

small and thus asynchronous design can achieve an energy saving of about 24%. As 

mentioned in chapter3, CADRE-s employs scan path circuits to load data and instructions
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into the system. The pipelined latches are also attached to the scan path output. These 

features consume power of about 10-20% of the overall power consumption during the 

execution time.

Table 7.6: The average power consumption during the execution of the FU in CADRE-s

Benchmarks Average power 
consumption 
in FUs (mW)

Average power 
consumption 

in tunable 
(mW)

Average power 
consumption 

from scan 
path&pipe- 
lined latches 

(mW)

Average power 
consumption 

in total 
(mW)

Validation 14.27 0.55 3.67 18.49

FIR-20vl 18.95 0.72 3.29 22.97

FIR-20v2 19.67 1.04 3.35 24.06

2-D DCT 8x8 16.77 0.69 4.01 21.47

Dot Product (N=100) 19.96 1.08 3.17 24.21

Correlation (N=4) 19.67 1.03 3.35 24.06

Figure:7.5 shows a breakdown of the power consumption of the arithmetic unit block 

(MAC), the tunable mechanism, and the control and decoder circuits. The MAC unit and 

tunable mechanism circuits have been implemented by full-custom design which 

consumes about 75% of the power. The control and decoder circuits are implemented in 

standard cell and have a consumption around 1/3 of that of the MAC unit, although the 

number of transistors in the control and decoder circuit is less than those in the MAC unit 

and tunable mechanism by a factor of 5. This shows the power inefficiency of circuits 

implemented by conventional CMOS standard cells. Therefore the power in the control 

and decoder unit could be further minimized by building it with full-custom and 

performing circuit optimization.

The total energy consumed during the execution time in a FU is calculated by multiplying 

the average power consumption by the execution time. A breakdown of the power 

consumption within one MAC unit is depicted in Figure:7.6. These figures are similar for 

all the programs. The adder consumes the largest power at 36%, followed by the logic unit 

at 20%. Note that the power consumption in the multiplier does not include the final 

addition of the partial sum and partial cany which is performed in the adder and included 

in the power figure for the adder. Thus the power consumption of the multiplier block
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becomes only the fourth highest figure at 7%. The buffer drivers within the datapath have 

the same dissipation as the multiplier.

■  adder

■  logic

multiplier (excluding the  
final adder)

■  H am m ing d istan ce  and  
norm alization

■  accum ulator register

■  shifter

■  operand se lec tio n  on Rin 
and la tch es

S  op eran d s s ig n ed -ex ten sio n

■  buffer & driver

acc shift /  limiter /  lifu /  
gifu

Figure 7.6: Break down average power of the arithmetic blocks in the FU

7.4.7 Projected CADRE-s

In the original CADRE, most of the research was focused on the algorithmic and 

architectural level design for a low power DSP and the features incorporated resulted in a

8 % 4 %
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good energy economical design at these levels. The FU designed and implemented in 

CADRE-s has focused on the optimization of the power consumption at the logic, circuit 

and layout levels. Further analysis in CADRE-s can be made by replacing the FUs in the 

original CADRE with the CADRE-s FUs. ‘Plugging’ the new FUs into the original design 

enables further examination of the merits of the new FU provided the remaining parts of 

the CADRE architecture are scaled to reflect a 0.18pm geometry layout running from 

1.8V. The results obtained are shown in Table 7.7 with results from the original CADRE 

design shown on the left and those projected for CADRE-s on the right.

Table 7.7: Estimated energy consumption of using the FU in the original CADRE
architecture

FIR

% total 
energy

Original 
CADRE assum­

ing a 0.18 pm 
geometry from 

1.8V (uJ)

% total 
energy

Projected CADRE-s 
0.18 pm, 1.8V 

(uJ)

Instruction fetch 0.2 0.013 0.3 0.013

Instruction decode 0.7 0.045 1.2 0.045

Data memory 1.2 0.078 2.0 0.078

Program memory 1.9 0.123 3.2 0.123

Instruction buffer 2.1 0.136 3.5 0.136

Index update 2.2 0.143 3.7 0.143

Address update 5.4 0.351 9.1 0.351

Register bank 8.7 0.565 14.6 0.565

Config. memories 23.2 1.507 39.0 1.507

MAC units 50.5 3.280 16.8 0.647

Remainder 3.9 0.253 6.6 0.253

Total (uJ) 6.496 3.861

The most important improvement is that the new MAC unit now only requires 17% of the 

total execution energy compared with over 50% in the original design demonstrating the 

contribution that energy efficient logic, circuit and layout can make to the design. The 

energy saving in this important unit amounts to an energy improvement factor of 5 and 

overall the new FU design of CADRE-s contributes an overall system energy saving of a
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factor of 1.7. Therefore, a significant energy saving of the overall system can be gained 

when low energy techniques at the logic and circuit level are applied to a design.
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Figure 7.7: Comparison of distribution of energy throughout the original CADRE and the
projected CADRE-s

Figure:7.7 and Figure:7.8 show the percentage breakdown of energy in the projected 

CADRE-s and the original CADRE scaled to 0.18pm and 1.8V. These show that the 

largest energy dissipated in the projected CADRE-s is from the configurable memories at 

39%. The MAC Units consume the second largest energy at about 17%, which is roughly 

the same as the register bank. These results suggest that the configurable memories and 

register bank are the next units which should be targeted for lowering the power 

dissipation.

7.5 Comparison with other DSPs

A comparison with the DSPs developed by other research groups or commercial 

manufacturers is difficult because CADRE-s does not include the same range of blocks as 

the others. CADRE-s is built to demonstrate an energy efficient functional unit. Therefore
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Figure 7.8: Distribution of percentage energy throughout the Original CADRE versus the
projected CADRE-s

other necessary features such as memory addressing, register operations, jump and branch 

are not included in this design. For this reason, the energy of a complete CADRE-s as 

projected in Table7.6 is used.

In addition, the difference in process technology can make comparisons difficult because 

of different process parameters such as capacitance, delay and the supply voltage. For this 

reason, the power (mW) per MHz2 for some current selected fixed-point DSPs has been 

scaled to 0.18m@ 1.8 V. This has been done by calculating performance and power factors 

where the performance factors and power factors are linearly scaled by the geometry size 

and VDD , respectively. The original power and performance features of the selected 

DSPs are then multiplied by the performance and power factors in Table 7.8, to give the 

scaled power and performance of the DSPs shown in Table 7.9. These comparisons need 

to be treated with caution because the scaling calculation can only be a rough guide to 

power and performance; effects which are becoming apparent at geometries below

0.18pm are ignored. Furthermore the benchmarks producing the power and performance 

for other DSP's are not known. The decision for using any DSP should be based on the
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evaluation results when performing the benchmarks and it has to fit with the specification 

of target applications.

Table 7.8: Performance and power factor when process technology scaling to
0.18|nm@1.8V

Voltage Geometry Performance Power
(V) (um) factor factor

1.4 0.12 0.67 1.65

2.5 0.25 1.39 0.52

1,2 0.09 0.5 2.25

Table 7.9: Power per million instruction (mW/MHz2) of the commercial fixed-point DSPs

DSP Scaled Power 
Consumption 

(mW)

Scaled
Frequency

(MHz)

mW / 
MHz

mW/
MHz2

Factor comparing to 
worst case CADRE-s 

mW/MHz2

TMS320c6414[ 152] 2095 402 5.21 0.0130 -1.35

Carmel[153] 104 167 0.62 0.0037 -0.38

Saturn[23] 49.5 100 0.49 0.0049 -0.51

Projected CADRE-s 
(worst)

24 50 0.48 0.0096 1

Projected CADRE-s 
(best)

18.5 66 0.28 0.0040 -0.42

The projected worst case CADRE-s represents the slowest performance when the MAC 

operation is continually performed whilst the projected best case CADRE-s occurs when 

only addition and logic functions are continually performed.

The TMS320C6414 is the highest-performance fixed-point DSP and based on the VLIW 

architecture developed by Texas Instruments (TI). Its C64x DSP processor has 64 

general-purpose registers of 32-bit word length and eight highly independent functional 

units comprising two multipliers computing a 32-bit result and six ALUs. It is 

implemented on a 0.12pm/ 6-level Metal Process (CMOS) and operated from a 1,4V 

supply.

The second generation of Infineon’s Carmel family of 16-bit fixed-point processors 

operates from a 2.5V supply, and Siemens report a typical power consumption (excluding
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peripherals and memory) of 200mW at 120 MHz on a 0.25pm process. Carmel’s data 

paths contain six execution units (exponent unit, shifter, two ALUs and two MACs) and 

the core can issue and execute up to six native instructions at a time via its user-defined 

super instructions. Carmel’s data paths share a common set of registers. Carmel provides 

a total of six 40-bit accumulators plus 26 address registers. Unlike the £C6xxx’, Carmel is 

not a load/store architecture and operands can come directly from memory as well as from 

registers.

The Saturn DSP core is a 16-bit general-purpose open configurable DSP, targeted at 

wireless systems like GSM and 3G. The Saturn DSP core consists of a dual Harvard- 

VLIW architecture with two independent 16x16 multipliers, four 16-bit ALUs and 

multiple additional parallel resources. This DSP is an open synthesizable core with a 

typical system performance in a standard 90nm low power CMOS process and operated 

from a 1.2V supply.

From Table 7.9, the projected CADRE-s performs reasonably on the basis of power per 

Megahertz2 (mW/MHz2) compared to other DSPs. The projected best case CADRE-s has 

a better energy efficiency than other selected DSPs except Carmel DSP. The projected 

worst case CADRE-s has a better power efficiency than TMS320C6414 by a factor of 

1.35.

The timing delay used in CADRE-s is over estimated by about 30-40%. The author has 

used too much delay because an asynchronous system is very sensitive to the timing delay 

and could easily result in a system failure. In practice, taking the delay model out of the 

data path at the layout stage is much easier than adding a delay into the data path and the 

tunable delay mechanism will assist with this. However, CADRE-s has a big advantage 

over commercial DSPs when the supply voltage is scaled down to save energy. This is 

because an asynchronous design automatically adjusts to different supplies without 

needing to consider a clock frequency.

The design for low energy or energy efficiency requires correct decisions for applying 

design techniques at all levels, especially in the logic and circuit levels. Due to time 

constraints, most of the work on CADRE-s has been at the logic, circuit and layout levels 

as applied to a full custom data path design. The original CADRE itself had a complex
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architecture which would require a large research team to implement. In addition, 

limitation of the EDA tools and computers to design and simulate a large system such as 

CADRE-s has extended the time to produce the chip.
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Digital signal processors are widely employed in portable devices and these demand that 

coherent low energy design techniques are applied at every design level in order to cope 

with increasingly higher performance. This thesis has demonstrated that coherent design 

techniques can improve FU energy efficiency to enable smaller area and longer running 

portable devices. In addition, new logic for performing the Hamming distance and 

normalization, energy efficient circuits based on PTG circuits and a new timing 

mechanism have been added to the FU to reduce the amount of logic and possible failure 

of the system.

The goal of this research from the beginning was to significantly improve the power 

efficiency of a FU for DSPs. The results in the previous chapter demonstrate that the FU 

designed can achieve an energy improvement by a factor of 5 in the MAC units and a 

factor of nearly 2 for the overall system compared with the original CADRE system. 

However, there are also other research contributions mentioned in chapter 1. Looking at 

each of these in turn:

• CADRE-s has successfully demonstrated an energy-efficient architectural 

framework comprising four asynchronous FUs and data memories for executing 

digital signal processing algorithms. Kernel benchmarks have been used to evaluate 

CADRE-s and the results show that CADRE-s mostly has a better energy efficiency 

than other selected current DSPs.

• The configuration memory embedded in the FU of the CADRE-s architecture is 

unique. CADRE-s also shows that users can gain better performance and energy 

saving by judicious use of the configuration memory as shown in the results for the 

FIR-20vl and FIR-20v2 in the previous chapter. The main advantage of the
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configuration memory however is the flexibility it gives the user and system 

programmer. It enables FUs to be controlled directly by a configuration instruction. 

The implementation of the configuration memory has led to additional power and 

area cost. However, this cost can be justified by the flexibility and performance 

gained by users. This feature also allows each FU to operate independently on 

different instruction streams. However, energy figures for CADRE-s suggest that 

the configurable memories are the largest energy consumer and a lowering of their 

energy levels is a topic for future research work.

• The estimated power for CADRE-s based on the scaled original CADRE but using 

the FU from this research work shows that the energy saving is a factor of 2, whilst 

the energy saving in the MAC unit achieves a factor of 5. This shows that lowering 

power at the logic, circuit and layout makes a large contribution to overall power 

levels.

• A large power improvement in an unusual low power FU datapath, which is 

particularly suitable for use in DSP’s aimed at portable applications, provides a 

component which combines many good low power circuit design techniques in each 

internal block. This leads to high performance and keeps the power dissipation of 

the FU low. The low energy techniques used are widely applicable to other digital 

designs.

• The FUs have the ability to keep the execution units supplied with operands by 

supporting parallel movement. Four arithmetic operations can operate concurrently 

whilst the data movement of four FUs can occur in parallel.

• A technique to reduce the switching activities and the number of stages of addition 

in the multiplier has been developed by using a parallel Wallace tree structure with 

balanced inputs and sharing the final addition circuitry between the adder and 

multiplier. The use of a shared adder has not previously been described. This makes 

the energy consumption of the addition and multiplication in CADRE-s relatively 

small as the comparison results show in chapter4. This technique is generally 

applicable to all DSP design. Furthermore, the MAC unit of CADRE-s gives the 

best energy efficiency compared to other designs.
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• A new design for a logic block which combines the Hamming distance and 

normalization functions is used in the FU. This should reduce the overall power 

level and area for these functions.

• A novel tunable timing mechanism to better tune the asynchronous control logic to 

the data path is employed in the FU. Simulations show that this approach should be 

able to easily reduce the over-conservative timing margins by at least 10% without 

incurring any operating problems.

• CADRE-s can gain better energy efficiency by about 20-30% when voltage scaling 

is applied. Futhermore, PTG logic appears to scale well with regard to energy 

efficiency as the voltage scales down. The only potential problem is the increasing 

effect of leakage and further research here is needed.

• CADRE-s can be regarded as an energy efficient IP block which can be used in 

future designs. In particular, the implementation can be used on future super-scalar 

asynchronous DSP architectures. These architectures are aimed at next generation 

designs requiring a high performance and low power.

8.1 Current Directions

In the rapidly growing DSP industry, some techniques used in this thesis are already used 

commercially. A parallel MAC unit can be found in some commercial DSPs such as the 

TMS320C6414 and Carmel’s DSP. An adaptive supply and frequency can be seen in 

some commercial general purpose processors such as the AMD processor, which 

dynamically varies voltage and frequency over the range of 1.4-1.8V and 200-500MHz, 

and the Intel XScale processor (the second generation of StrongARM), which 

dynamically operates over the voltage and frequency range of 0.7-1.75V and 150- 

800MHz. However, there is no report of using a variable supply voltage in a DSP as yet. 

Furthermore, a commercial asynchronous DSP processor has not been reported either. 

Therefore, these are the good reasons why CADRE-s is a good candidate for an energy 

efficient DSP in future portable applications.
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8.2 Future Research Directions

CADRE-s provides the groundwork for a variety of continuing research directions. 

Further research is required on the software as well as all aspects of energy efficient 

hardware design.

Integrating the compiler which can convert a high level language such as the C language 

onto the parallel architecture effectively needs to be explored. The compiler should take 

care of the code optimization, the use of resources in a parallel system, and avoiding data 

conflicts. Fabrication of the current design would enable further research on multiple and 

variable voltage supplies, without impacting on system cost and complexity. The 

compiler could assign a different voltage supply to a DSP based on the tasks or program 

execution.

Another research direction would further explore the instruction set and architecture for 

improving energy efficiency. A particular problem on VLIW and parallel DSP 

architectures is to ensure that the units can be supplied with operands at a sufficient rate 

and mechanisms to support this are required. A register file which has the ability to deal 

with parallel problems such as data conflicts should be explored. Because of using 

configuration memories in CADRE-s to reduce the length of a VLIW instruction, the 

optimal number of such memories could be investigated.

As process technology continues to advance, a smaller geometry could increase the 

leakage power, especially in pass transistor logic. Thus, further investigation of 

controlling the leakage could yield additional improvements to the DSP energy 

efficiency.

Finally, since full custom design consumes so much design effort, the FU in this thesis 

could be seen as a macro cell and used in future designs to produce a complete system.

8.3 Conclusions

This PhD set as its goal the significant reduction of the power consumption in the original 

CADRE. Initial post-layout simulations show that CADRE-s (best case) has already 

reduced the mW/MHz figure by a factor of 3 compared to the TMS320C6414, which is
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8.3 Conclusions

targeted at wireless applications such as the mobile phone. The functional unit is energy 

efficient and can be used in the next generation of DSP architectures whilst the multiply 

accumulator unit in CADRE-s gives the best energy efficiency compared to other designs.

Finally, the most important contribution of this work is to show that energy efficient logic, 

circuit and layout techniques make a significant contribution to saving energy. Thus it is 

in the designers interest to not only consider energy efficiency at the algorithmic and 

architectural levels. Energy efficiency requires a holistic approach to design.
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Appendix A: Instruction set

This instruction causes the stored parallel instruction in the top-level RAM specified by 

operation to be executed. The encoding is shown in Table A.I.

Bit position Function

5 -0 Configuration address

9 -6 functional unit 0-3 enables

13- 10 accumulator write back of FU 0-3 enables

Table A.l: Top-level instruction specification

00000 MPY 10000 CMP

00001 MAC 10001 SIGN

00010 MPYR 10010 AND

00011 MACR 10011 OR

00100 ADD 10100 reserved

00101 ADC 10101 reserved

00110 ADDC 10110 ASHIFT

00111 ADCR 10111 LSHIFT

01000 SUB 11000 SCLNONE

01001 SBC 11001 SCLUP

01010 SUBR 11010 SCLDOWN

01011 SBCR 11011 reserved

01100 ABSMAX 11100 NORM

01101 ABSMIN 11101 DIST

o m o MAX 11110 XOR

01111 MIN m u reserved

Table A.2: Opcodes
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The encoding instruction in configuration memory is shown in Table A.3.

Bit

position
Function

0 Left operand A bus position (OpA[15:0]->Lin[31:16]/Lin[15:0])

1 Right operand B bus position (OpB[15:0]->Rin[31:16]/Rin[15:0])

3 -2
Right input select

00 :GIFU, 01: ACC, 10 :LIFU, 11 : OpB

8 -4 Opcode see Table A.2

13-9 SHACC shift distance

14 SHACC shifter direction (l=Ieft, 0=right)

16-15
SHACC modification

00 : none, 01 : invert bit [31:0], 10 : invert bit [39:32], 11 : illegal

18-17
ACC shifter control

00 : no shift, 01 : shift left, 10 : shift right, 11 : conditional shift

21 - 19

Write back source and ACC shift/limiter output

000 : OpB, 001 : ACC[ 15:0], 010 : ACC[31:16], 011 : ACC[39:32],

100 : bus not in use, 101 : GIFU, 110: LIFU, 111: illegal

23-22
ACCWR source:

00 : GIFU, 01 : OpB, 10 : ACC, 11 : SHACC

25-24
ACCWR destination:

00 : ACC A, 01 : ACC B, 10 : ACC C, 11 : ACC D

27-26
Arithmetic destination:

00 : ACC A, 01 : ACC B, 10 : ACC C, 11 : ACC D

29-28
ACC source:

00 : ACC A, 01 : ACC B, 10 : ACC C, 11 : ACC D

31 -30
SHACC source:

00 : ACC A, 01 : ACC B, 10 : ACC C, 11 : ACC D

Table A. 3: Configuration instruction specification

The complete chip pad pins are given in Table A.4.
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Signal I/O Pad name Supply Description

gnd - VSSIOCO,
VSSCO

0.0V Ground for PAD ring and CORE

vdd3io - VDD3IOCO 3.3V Pad ring 3.3V supply

vdd - VDDIOCO 1.8V 1.8V pad ring and RAM supply

vddfu - VDDCO 1.8V functional unit supply

vddtune - VDDCO 1.8V tunable delay supply

ClkBootFU3 i/p TLCHTD_TC - FU3 scan clock (strobe data into RAMs)

ScaninFU3 i/p TLCHTD_TC - FU3 scan in

ScanoutFU 1 o/p B4TR_TC - FU1 scan out

Oin31 o/p B4TR_TC - Observation pin (input of data path bit 31)

Or39 o/p B4TR_TC - Observation pin (ALU output bit 39, sign-bit)

Or31 o/p B4TR_TC - Observation pin (ALU output bit 31)

0  c o/p B4TR_TC - Observation pin (carry out)

ScanoutFU3 o/p B4TR_TC - FU3 scan out

ScaninFUl i/p TLCHTD_TC - FU1 scan in

ClkBootFUl i/p TLCHTD_TC - FU1 scan clock (strobe data into RAMs)

REQ o/p B4TR_TC - Observation pin (request)

ClkBootAdr i/p TLCHTD„TC - Top level RAMs clock (strobe data into RAMs)

ScaninAdr i/p TLCHTD_TC - Top level RAMs scan in

ScanoutAdr o/p B4TR_TC - Top level RAMs scan out

Gclk i/p TLCHTD_TC - Global clock for shifting the scan path data

nreset i/p TLCHTDJl'C - reset pin

mx i/p TLCHTD_TC - mode pin to select between test and normal mode

HALT i/p TLCHTD„TC - halt pin

ScaninFUO i/p TLCHTD_TC - FUO scan in

ClkBootFUO i/p TLCHTD_TC - FUO clock (strobe data into RAM)

ScanoutFUO o/p B4TR_TC - FUO scan out

ScanoutFU2 o/p B4TR_TC - FU2 scan out

req_mac o/p B4TR_TC - Observation pin (request signal to FU)

done_fu o/p B4TR„TC - Observation pin to signal that all 4  FUs have com­
pleted their current instruction

ClkBootFU2 i/p TLCHTD_TC - FU2 clock (strobe data into RAM)

ScaninFU2 i/p TLCHTD_TC - FU2 scan in

Table A.4: CADRE-s chip pad pin (68-pin PGA package)
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Appendix B: Glossary

ADPCM: Adaptive Differential Pulse Code Modulation 

ALU: Arithmetic and logic unit

CADRE: Configurable Asynchronous DSP for Reduced Energy

CADRE-s: CADRE successor

DCT: Discrete Cosine Transform

DSP: Digital signal processing

EDA: Electronic design automation

FIR: Finite Impulse Response

FU: Functional unit

MIMD: Multiple Instruction Multiple Data

NORM: Normalization

PC: Partial carry

PCM: Pulse Codec Modulation

PTG: pass transmission gate

PS: Partial sum

SIMD: Single Instruction Multiple Data 

SPL: Single-ended pass transistor logic 

VCS: Verilog co-simulation



Appendix C: Simulation Details

This appendix concerns the generation of input test vectors and the simulation of the 

layout of five different 40-bit adder configuration using the Nanosim simulator[150]. It 

details how the test vectors were generated by mean of a C program and how to produce 

the timing and power measurements to obtain the results in Table 4.1.

1. Generating the input test vectors

A sequence of 40-bit uniformly distributed pseudo random numbers were produced by 

mean of the ‘rand’ function in a C program. The numbers were then converted and stored 

as hexadecimal numbers in a text file readable by the Verilog[155] test bench. These 

numbers are delivered by the test bench directly to the Nanosim simulator. A data set of 

pseudo random 100 numbers were used in the experiment to evaluate the five 40-bit adder 

simulations. The simulation speed depends on the complexity of the design and the 

number of test inputs. Processing 100 data inputs takes in the order of 6 hours on a Sun 

machine. Therefore, 100 numbers was considered to be a reasonable quantity for 

providing the results shown in Table 4.1. In addition, a experiment carried out by the 

author, it was found a variation of the average current of as estimated from 100 additions 

and 1,000 additions was less than 1%. We therefore believe that the error incurred by 

restoring the sequence length to 100 per number’s of the error of 1%.

2. Generating the post layout netlist of the 40-bit adder

The layouts of five 40-bit adders were placed and routed using Cadence’s Encounter tool. 

The post layout netlists (called SPICE netlists) including the load capacitance information 

of these five 40-bit adders were generated by Diva in the Cadence framework[149].
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3. Preparing the Verilog for simulation

A Verilog module was written by the author separate to be two parts. The first part is a 

test bench which was used to read the numbers. The second part is a top level module 

which was used to connect the test bench and post layout netlists (SPICE netlists) of 40- 

bit adder. This Verilog module can be recognized by Nanosim.

4. Getting the timing and power results

As soon as the Verilog test bench provides the test inputs, Nanosim starts the simulation. 

The average current can be calculated by specifying 10ns as a start and allowing time for 

all 100 instructions to complete, making a final time of 1,000ns. This allows the designer 

to ignore the initial time at the beginning of the simulation. Meanwhile, the timing 

information is produced in the trace file (the output file of Nanosim) using the command 

‘print node logic From the experiment, the average delay for the addition is measured 

and is shown in Table 4.1. The average power is calculated as the product of the average 

current and VDD(1.8V).
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