
A T R E E -B A SE D  ALGORITHM FOR COMPONENT PLACEMENT

A th e s i s  submitted to the 

U n iv e r s i t y  o f  Manchester 

f o r  the degree o f  Doctor o f  P h i lo sop h y  

in the Facu lty  o f  Sc ience

by

Maria Rosalia Dinis Rodrigues

Department o f  Computer Science 

U n iv e r s i t y  o f  Manchester

May 1986



ABSTRACT

The subject o f  t h i s  t h e s i s  i s  the development o f  a general method fo r  the 

automatic placement o f  components on a c i r c u i t  board. The layout o f  in tegrated  

c i r c u i t s  motivated the use o f  h ie ra rc h ic a l  techniques as a means o f  d ea l in g  

with in c rea s in g  c i r c u i t  complexity. A new approach to  h ie ra rch ica l  placement 

i s  suggested in t h i s  t h e s i s ,  based on a t ree  s t ru c tu re  which embodies an 

adopted set o f  c i r c u i t  p rop e r t ie s  and ob je c t iv e  func t ion s .

The placement problem i s  here def ined  in mathematical terms and a formu­

la t ion  i s  proposed fo r  i t s  most w ide ly  accepted f ig u re s  o f  merit. Three p lace ­

ment ob je c t ive s  are s e le c te d  and a graph th e o re t ic a l  study i s  p resented, which 

in ve s t ig a te s  the correspondence between those  ob je c t iv e s  and the s t ru c tu re  o f  

a b ina ry  tree.

A new placement method i s  proposed in  t h i s  t h e s i s ,  designed in accordance 

with the suggested f u l l y  h ie ra rc h ic a l  p h i lo sophy .  The method c o n s i s t s  o f  two 

main steps: the b u i l d i n g  o f  the tree s t ru c tu re  rep resent ing  the c i r c u i t  

h ie ra rchy  and i t s  subsequent embedding on d i f f e r e n t  board environments. A set 

o f  a lgo r ithm s i s  p re sen ted ,  fo r  the t r e e -b u i ld in g  and tree-mapping on two 

bas ic  types o f  boards: r e g u la r l y  s t ru c tu re d  and continuous plane.

A p ra c t ic a l  implementation showed that  the method i s  fa s t  and can 

generate placement s o l u t i o n s  which are comparable w ith  those obtained 

manually, both in terms o f  measurable c i r c u i t  o b je c t iv e s  and observed 

ro u ta b i I i  ty.
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CHAPTER I

THE PLACEMENT PROBLEM

1. INTRODUCTION

In th i s  in t rod u c to ry  Chapter we place the Placement Problem w ith in  

the general f i e l d  o f  Layout Automation. Fundamental layout concepts are 

introduced, the h ie r a r c h i c a l  des ign  ph ilo sophy  i s  d is c u s se d  and the d i f fe re n t  

layout stages  are b r i e f l y  s p e c i f ie d .

The Placement Problem is  then def ined  in mathematical terms and re la ted  

formulations are d i s c u s s e d .  Th is  s e c t io n  is  fo llowed  by a survey  o f  the use 

o f  graph theo re t ic  s t r u c t u r e s  in c i r c u i t  rep re sen ta t ion .

The f in a l  parag raphs  comprise a study of the d e f i n i t i o n  o f  ob je c t ive  

funct ions  fo r  the Placement Problem.
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2. LAYOUT AUTOMATION

The layout problem can be formulated in the fo l low ing  way: g iven  a 

number o f  elements (components) and a l i s t  of connections to be made 

between these elements, p o s i t io n  the elements on a plane and generate the 

physica l connections on one or more pi anes , tak ing any spec i f ic cons tra  in ts 

into account.

T h is  invo lves  a la rge  range o f  sub jects  such as:  the generat ion  of

e le c t ron ic  c i r c u i t  drawings, lo g ic  d iagrams, f low charts,  the layout of

printed c i r c u i t  (PC) boards, in tegrated  c i r c u i t  ( IC )  masks, e tc . .

Automatic layout has been used in e a r l i e r  small and medium sca le  

c i r c u i t s  as a means o f  speeding up the layout p rocess  as w e l1 as  r e l ie v in g  

the human des igner o f  re p e t i t iv e  and e r r o r  prone ta sk s .  With the ever 

increas ing  complexity  of very large s ca le  in te g ra t ion  (VLS I) ,  layout au­

tomation has become a real n e ce s s i t y .  The in c re a s in g  demand fo r  custom large 

scale in te g ra t io n  (L S I )  ch ip s  which are to be produced in small q u a n t i t ie s ,  

has made t h i s  n e c e s s i t y  even more important as a means o f  design cost 

reduction. T h is  co st  i s  based on two fa c to r s :  the design  time and the number 

of e r ro r s  per design  cyc le . Therefore layout automation i s  aimed at the 

reduction o f  both.

The term layout automation has been used to spe c i fy  a wide range of 

d if fe re n t  degrees o f  a s s i s ta n c e  prov ided  by the computer. At a lower 

degree, manual layout i s  o ften supported by machine d i g i t i z i n g  and e d i ­

ting in the f in a l  phase of the des ign  sequence. T h is  approach can produce 

very dense layouts ,  but at the expense o f  an enormous design time and 

high r i s k  o f  e r r o r s .  In an intermediate or semiautomatic ph ilosophy,  auto -
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matic layout rout ines  (e.g. placement and rou t ing )  are used to a id  and 

even to replace the des igner.  He supe rv ise s  the c a l l  o f  procedures, and 

can e i t h e r  accept the re s u l t  o r  try  a d i f fe re n t  input.  At the extreme level 

o f  the automatic des ign  spectrum, fu l l  use i s  made o f  the ana ly z in g  and 

dec is ion  making c a p a b i l i t i e s  o f  the computer. Dedicated software i s  applied 

to au tom at ica l ly  p rocess the design  through each step  from raw l o g i c  data 

to f in a l  rou t ing .  The output i s  qu ite  p re d ic tab le  in performance and 

production co sts  are minimal both In des ign  time and e r ro r  checking.

3. METHODOLOGY OF LAYOUT AUTOMATION

P r in te d  c i r c u i t  board layout has received e x te n s ive  a tten t ion  from 

indu st ry ,  lead ing to the development o f  severa l  a lgo r i thm s  and methods that 

a llow automated PC board layout. Most o f  these a lgo r i thm s  are p a r t i c u l a r l y  

su ited  fo r  regularly structured boards w ith  f ix e d  lo ca t io n s  (s lo ts ) fo r  

uniformly shaped components. T h i s  approach was in troduced  to s im p l i f y  the 

problem a l g o r i t h m ic a l l y  and a l s o  because r e g u la r l y  s t ru c tu red  PC boards are 

e a s ie r  to manufacture. One d isadvantage I s  that t h i s  r e s t r i c t i o n  can lead 

to bad u t i l i z a t i o n  o f  the a va i la b le  space.

The conventional approach has been proved Inadequate fo r  ce rta in  

types o f  layout problems, e s p e c i a l l y  the case o f  LS I  c i r c u i t s .  These are 

f requent ly  composed o f  elements o f  very d i f f e re n t  s i z e  and shape and I t  I s  

Important to minimize the to ta l  ch ip  area.

With the n e c e s s i t y  fo r  LS I  design  automation, a number o f  layout 

concepts have been Introduced and e x te n s iv e ly  developed, such as standard
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c e l l ,  p o ly c e l l ,  general c e l l ,  gate a rray ,  etc. Standard, ce ll  a ssem blies  

have a regu la r  o r g a n iz a t io n  and so are p a r t i c u l a r l y  s u i t e d  fo r  the layout 

a lgo r ithm s,  most o f  the e f f o r t  being spent in the d e s ig n  and maintenance 

o f  the standard ce l l  l i b r a r y .  In the polycell approach, c e l l s  have a l l  

approximately the same he igh t  and are p laced in r e g u l a r  rows. General cells  

are not re s t r ic te d  in s i z e  o r  shape and may be a s s i g n e d  to any p o s i t io n  on 

a continuous plane. A gate array i s  a predefined p a t te rn  o f  ba s ic  devices 

and gates which may be interconnected dur ing  the f i n a l  manufacturing s ta te s  

in order to achieve the s p e c i f ie d  chip function.

The a lgorithm s developed under a regular structure  methodology for 

the placement and the ro u t in g  are therefore on ly  a p p l i c a b le  to standard  c e l l  

and gate a rray  environments.  They cannot be used as such  fo r  general ce l l  

assemblies. In t h i s  t h e s i s ,  the term general placement w i l l  re fe r  to the 

type o f  environment where components o f  d i f fe re n t  s i z e  and shape are to be 

placed on a continuous plane without p redefined l o c a t io n s .

Under both approaches, however, i t  may happen t h a t  the p o s i t i o n  o f  

p a r t i c u la r  modules I s  t o t a l l y  o r  p a r t i a l l y  s p e c i f ie d .  The components subject 

to th is  type of design  requirement w i l l  be re ferred  to  as preplaced. An 

example o f  p a r t ia l  preplacement i s  the p o s i t i o n in g  o f  edge connectors a long 

one (or more) o f  the board boundaries.

The layout o f  genera l ce l l  assemblies has b rought  up the need fo r  a 

d if fe re n t  approach to  layout  automation. Furthermore w ith  the constant 

increase in c i r c u i t  com p lex ity ,  new methods had to be dev ised  to handle the 

enormous amount o f  data. The natu ra l  so lu t io n  was the s u b d iv i s io n  o f  the layout 

problem in to  severa l h ie r a r c h i c a l  le ve l s  [MC80] .  A genera )  ce l l  assembly



may thus co n s i s t  o f  combinations o f  standard  c e l l  a ssem b lie s ,  standard  

c e l l s  o r  lower level genera l ce l l  assem blies.  The use o f  a recu r s ive  

process reduces the c i r c u i t  complexity to  a le ve l c o n s i s te n t  with the 

ava i lab le  design capac ity .

4. HIERARCHICAL APPROACH

A h ie ra rch ica l  approach i t s e l f  i s  not a new idea. Software des igne rs  

have learned how to deal w ith  in c re a s in g ly  complex programs by deve lop ing  a 

structured programming methodology. The human hardware des igner a l s o ,  often 

performs h is  ta sk  in a h ie r a r c h i c a l  fa sh ion  by repeatedly  s p l i t t i n g  the 

problem into sm a lle r  manageable u n it s .

S t a r t i n g  with a se t  o f  g iven s p e c i f i c a t i o n s ,  the des igner makes a 

number o f  design d e c i s io n s ,  both in terms o f  lo g ic a l  design  and ph y s ic a l  

design. Those d ec is io n s  can take one o f  two major forms: top-down decom­

pos it ion  o f  modules in to  l e s s  complex ones and bottom-up combination o f  

bu ild ing  b locks  in to  l a r g e r  ones. At some stage in  the p rocess ,  the modules 

w il l  have to be mapped in to  some o f  the b u i l d in g  b locks  in such a way that 

th is  mapping may re s u l t  in a c o r r e c t ly  op e ra t in g  design.

The design execution  i s  therefore  a combination o f  top-down and 

bottom-up processes that a re  happening concu rren t ly  in the d e s i g n e r ' s  mind 

un t i l  he reaches a f i n a l  acceptab le  design.
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The design p ro c e s s  i s  c ha ra c te r ized  by three cooperat ing  ta sk s :

. Behaviour design -  where the i n i t i a l  s p e c i f i c a t i o n  i s  decomposed 

in to  subproblems, and p o s s ib l y  re f ined .

. Structural design -  where b lock s  o r  modules are re a l iz e d  by the 

in te rconnect ion  o f  more p r im it iv e  modules.

. Physical design -  where the des ign  i s  implemented in a given 

technology.

In most cases behav iour and s t r u c tu ra l  d e s ig n s  are concu rren t ly  

developed, whereas the phy s ica l  des ign  p rocess  i s  done sepa ra te ly .  Techno­

log ica l  c o n s t r a in t s  may however have a very s t ro n g  in fluence  on the 

behaviour o r  the s t r u c t u r a l  des igns  o f  a system. As an example, a s i t u a t io n  

may a r i s e  where an a p p l i c a t io n  re q u ire s  customized random lo g ic  which is  

not found in the a v a i l a b l e  standard  c e l l  l i b r a r y .  A new ce l l  must then be 

designed o r  the whole des ign  process  i te ra te d  in o rde r  to meet the a va i la b le  

design re sources.  A recent work in t h i s  f i e l d  [HG85] descr ibes  a new type 

of design phylosophy where the three b a s ic  des ign  ta sk s  are performed 

concurrent ly .  The g iv en  func t iona l s p e c i f i c a t i o n  o f  a module i s ,  through a 

sequence o f  t r a n s fo rm a t io n s ,  decomposed in to  geometric c e l l s  which f i t  

together in  a g iven s i l i c o n  area.

Three major h ie r a r c h ie s  may thus be a s so c ia te d  with the d i g i t a l  system

design procedure: a behav iour h ie ra rch y ,  a s t r u c t u r a l  h ie ra rchy  and a phy s ica l  

h ie rarchy.  The mapping o f  a behaviour in t o  a s t r u c tu ra l  h ie ra rch y  i s  u su a l ly  

known as the logic design process. In actual p ra c t ic e  t h i s  i s  an i t e r a t iv e
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task done mainly in the d e s ig n e r 's  mind w ithout the he lp  o f  des ign  automation 

tools. Few o f  the e x i s t i n g  lo g ic  design systems are supported by automatic 

or computer-aided techniques to reduce the time requ ired  to perform an e r r o r -  

-free  mapping o f  behaviour into s tru c tu re .

The mapping o f  a s t ru c tu re  in to  physica l  h ie ra rc h y  i s  u s u a l ly  known as 

the physical process. C u rren t ly ,  and fo r  in tegrated  c i r c u i t  des ign  in p a r t i ­

cular, t h i s  process i s  supported by a c o l le c t io n  o f  software  packages fo r  lo g ic  

s im ulat ion,  automated placement and rou t ing ,  c i r c u i t  a n a l y s i s  and design rule 

v e r i f i c a t io n .  However, very  few o f  the e x i s t i n g  p h y s ic a l  des ign  systems are 

consistent with a w ho l ly  h ie ra rch ica l  approach.

5. PHYSICAL HIERARCHY

In  order to package a system the des igner has a t  h i s  d ispo sa l  a h ie ra rchy  

of cab inets,  racks and p r in ted  c i r c u i t  boards. T h i s  p h y s ic a l  h ie ra rchy  i s  

extended to each in tegra ted  c i r c u i t  on a PC board. In 1C des ign  he may use a 

succession  o f  s u p e r c e l l s ,  m acrocells ,  simple c e l l s  and t r a n s i s t o r s .  In the 

course o f  des ign in g  la rge  sca le  in tegrated  c i r c u i t s ,  the human des igner 

n a tu ra l ly  adopts an approach o f  b reak ing down the des ign  in to  b locks ,  which 

are su c c e s s i v e ly  subd iv ided  u n t i l  the t r a n s i s t o r  le ve l .

Severa l  automated h ie ra rc h ic a l  design  systems have been developed, 

e s p e c ia l l y  fo r  VLSI c i r c u i t s .  T he ir  major advantage i s  the reduction in design 

time, while  keeping s u f f i c i e n t l y  d e ta i led  information to  a l low  concise  

p red ic t ion  o f  the behav iour o f  the system.

A major problem In  h ie ra rc h ic a l  design i s  the mapping from a s t ru c tu ra l
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in to  a phy s ica l  h ie ra rchy .  One p o s s ib le  s o lu t io n  cou ld  be a d i r e c t  co rre spon ­

dence, i . e . ,  to make every  s t ru c tu ra l  module the same as every p h y s ic a l  module. 

Th is  so lu t io n  may however lead to in e f f i c i e n t  area u t i l i z a t i o n .  A s u c c e s s f u l  

mapping should be able to look-ahead over one o r  more le ve l s  o f  the p h y s ic a l  

h ierarchy.

The ph y s ic a l  p rocess  i s  e s s e n t i a l l y  a p a r t i t i o n i n g  problem in the graph 

theoret ica l  sense. Given d e ta i led  information about the  c o n n e c t iv i t y  o f  a 

system, as prov ided by the s t ru c tu ra l  des ign, s u b d iv id e  i t  in to  subsystems 

of a given maximum s iz e .  The succe ss ive  p a r t i t i o n in g  o f  the subsystems generates 

a tree s t ru c tu re  where the whole system i s  represented by the tree root and 

the other nodes correspond to the subsystems, the leave s  being the s im p le st  

components considered.

In t h i s  tree s t ru c tu re  dep ic t in g  the phys ica l  h ie r a r c h y  o f  a system, 

i t  may happen that a p a r t i c u l a r  node represents a s u b d i v i s i o n  in to  elements 

which belong to the same plane su rface  (e.g. the passage  from PC boad to 1C,

1C to general ce l l  o r  genera l ce l l  to standard c e l l ) .  Accord ing  to our 

p revious d e f in i t i o n  in paragraph 2 , that p a r t i t io n  co rre sponds  to  a layout 

problem.

The layout may, in tu rn ,  be expressed in a h ie r a r c h i c a l  fa sh ion .  That 

corresponds to the expans ion  o f  a s in g le  level p a r t i t i o n  in to  se ve ra l  new 

p a r t i t io n  le v e l s .  The number o f  such le v e l s  i s  a d i r e c t  funct ion  o f  both the 

number of elements invo lved  and the degree (number o f  subse ts )  o f  each 

part i  t ion.

In general the g iven  layout plane i s  re c tangu la r  In shape, and so are 

the components to be p o s i t io n e d  on i t .  The p a r t i t i o n i n g  process i s  then the 

same at each le ve l ,  rep re sen t ing  the assignment o f  g roup s  o f  elements to



9

rectangular board a re a s .

In order to evade the problem o f  d i s s e c t i n g  a rec tang le  in to  three or 

more predefined a reas,  b in a ry  p a r t i t i o n s  are frequen t ly  a s so c ia te d  w ith  the 

layout problem. However, most o f  the e x i s t i n g  layout methods which are based 

on p a r t i t io n  are not o f  a h ie r a r c h ic a l  nature. Those p a r t i t i o n  processe s  

are u su a l ly  based on i t e r a t i v e  swapping o f  p a i r s  o f  elements a c ro s s  boundary 

l ines  on the board. O n ly  recent ly ,  attempts have been made to e labo ra te  the 

layout h ie ra rchy  f i r s t ,  and then to embed i t  on the board surface [R i8f*]

[0185], In an in te g ra ted  layout methodology, the p a r t i t i o n in g  technique 

(tree bu ild ing )  w i l l  be e s s e n t i a l l y  the same f o r  a l l  types o f  layout. The 

main d if fe rence  w i l l  be in the embedding o f  the tree a cco rd ing  to the p a r t i c u la r  

type of environment: r e g u la r  s t ru c tu re d  board o r  continuous plane.

6 . LAYOUT ALGORITHMS

One major o b je c t iv e  in the layout des ign  o f  a c i r c u i t  on a PC board 

is  to complete a l l  the necessa ry  connections in the ro u t in g  phase. The 

connection success depends on the route r  be ing used but i s  a l s o  l a r g e l y  

determined by the e f f e c t i v e n e s s  o f  the preced ing  s tep s.

Before a route r  i s  used, the fo l lo w in g  s tep s  are expected to be done 

automat ica l ly  in such a way as to produce h igh  r o u t a b i l i t y :  board p a r t i s  

t ion ing ,  component ass ignm ent,  placement and gate assignment.

The a l lo c a t io n  o f  a c i r c u i t  to several boards so as  to minimize the 

interboard connections i s  a typ ica l  p a r t i t i o n in g  problem. S im i l a r l y ,  

component assignment i s  a p a r t i t i o n  o f  the c i r c u i t  elements ( l o g i c a l  gates)  

into subsets  to be a s s i g n e d  to the components, in such a way that the
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intermodule connec t ions  are minimized.

Placement d e f in e s  the p o s i t i o n s  of the modules on the board. How to 

state  the Placement Problem i s  what we are go ing  to a n a ly se  in de ta i l  in 

the remaining paragraphs of t h i s  Chapter.

The step of gate  assignment i s  e s s e n t i a l l y  a placement at the 

component le ve l .  A f t e r  each component i s  p o s i t io n e d ,  t h i s  process c o n s i s t s  

of the a l l o c a t io n  o f  a predefined group o f  ga te s  to a se t  o f  l o g i c a l l y  

equivalent gate s i t e s .

In the rout ing  phase o f  a PC board and before the actual wire layout, 

four bas ic  steps a re  u s u a l l y  followed which may to a la rge  extent con tr ibu te  

to the intended ro u t in g  succe ss.  Those s tep s  are: the determination  of 

p re c ise ly  which w ire s  are to be la id  out,  the assignment o f  connections 

to s p e c i f i c  p in s  o f  a component, the a l l o c a t io n  of each w ire  to one o f  the 

a va i lab le  board la y e r s  and the e stab l ishm ent o f  the o rde r  in which the 

wires on each la ye r  shou ld  be processed.

Some routing  methods o f  a s t ruc tu red  nature  have been proposed, p a r ­

t i c u l a r l y  concern ing the o rde r in g  problem. U su a l ly  not re la ted  to the 

previous layout s te p s ,  they def ine  th e i r  own h ie ra rchy  o f  a reas on the 

board which are s u c c e s s i v e ly  routed and then combined in a bottom-up 

fash ion.

In in tegrated  c i r c u i t  layout the main ob je c t iv e s  a re  100% complete 

routing and a l s o  the m in im iza t ion  o f  the to ta l  ch ip  area. The type o f  

e f fe c t iv e  computer d e s ig n  a id s  that can be adopted in the p u r su it  o f  those 

ob ject ive s  i s  la r g e l y  in f luenced  by the methodology in use: standard c e l l ,  

p o lyce l l  o r  general c e l l  approaches.

In the standard c e l l  and p o ly c e l l  approaches the fundamental phases



are s t i l l  placement and ro u t in g ,  performed u s u a l l y  in separate ope ra t io n s.  

Optim izat ion  o f  the placement can be done very e a s i l y  by in terchang ing 

c e l l s  in d i f f e re n t  rows or in the same row. Routing can be performed 

e f f e c t i v e l y  with a f a s t  channel router.

In the layout o f  general c e l l  a ssem blies  however, the use o f  h ie ra -  

ch ica l  methods becomes a real n e ce s s i t y .  The c i r c u i t s  are  extremely complex 

and comprise elements of d i s s i m i l a r  s iz e  l i k e  memory s t ru c tu re s ,  PLA 's  or 

en t i re  standard c e l l  a ssem blie s  a lready la id  out.

By u s in g  a h ie r a r c h ic a l  des ign  method, the c i r c u i t  complexity can be 

spread out in as many le v e l s  as  necessary to make i t  c o n s i s te n t  with the 

a va i lab le  des ign  c a p a b i l i t y .  Only  one level i s  p rocessed  at each time and 

the bas ic  a lgo r i th m s  are the same fo r  each re cu r s io n  le v e l .  Placement and 

rout ing  are opt im ized  at each level before proceeding to the next one.

Another important c h a r a c t e r i s t i c  of general c e l l s  i s  that input-  

-output p in s  are not r e s t r i c t e d  to any p a r t i c u la r  c e l l  s id e  so that 

rout ing  channels  are not p redef ined .  With a s t ru c tu red  approach, i t  becomes 

p o s s ib le  to op t im ize  the p in  p o s i t i o n in g  o f  a ce l l  by the in te rconnect ions  

with the o the rs  a t  the same l e v e l ,  and at a lower level ad ju s t  the layout 

of that c e l l  so as to be optimal fo r  that p in  p o s i t i o n in g .

In most o f  the e x i s t i n g  general c e l l  layout systems, rout ing  is  

performed in three stages.  The f i r s t  one is  the d e f i n i t i o n  o f  the rout ing  

channels,  u s u a l l y  done in p a r a l l e l  with placement which enables a co rrect  

estimate to be made o f  channel w idths  and consequent a rea  op t im iza t ion .

In the second s tage ,  o r  g loba l rou t ing ,  nets are lo o se ly  a ss igned  to  the 

rou t in g  channe ls.  I t  i s  on ly  in  the th i r d  stage that the nets  are f i n a l l y  

a ss igned  to a s p e c i f i c  track  in  the rout ing  channel.
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Routing i s ,  in any type o f  layout, a c o s t ly  p ro c e s s  requ ir in g  an 

enormous amount o f  computer time. I t s  cost i s  p r im a r i l y  dependent on 

c i r c u i t  complexity and on the w i r a b i l i t y  prov ided by the placement 

technique used. An optimal placement i s  c r i t i c a l  to  su cce s s fu l  c o s t -  

e f f e c t i v e  routing.

The rout ing  problem has been i n te n s iv e ly  s tu d ie d  and methods are 

known which guarantee a 100% completion under adequate cond it ion s.

Rather than improving the a lready complex r o u t in g  scheme, we b e l ie ve  

that the major fa c to r  in improving the w i r a b i l i t y  o f  a layout system, i s  

the enhancement o f  the placement phase. Th is  was the main motivat ion  fo r  

the research reported in t h i s  the s is .

7. THE PLACEMENT PROBLEM

Le t  C = ( C . | i = l .......n} be a g iven set o f  components. Every component

has a number of te rm ina ls  o r  p in s  to which in te rc onnec t ion s  are made.

A net i s  a c o l le c t io n  o f  terminals  (of the same o r  o f  d i f fe re n t

components) that are connected to each other. Let N = {N^|k -1 .......m) be

a g iven  set of nets.

A physical circuit  can then be represented by a system denoted 

(C,N) o f  components and nets .

Given a rectangu la r  a rea  or board B and a c i r c u i t  (C,N), the Place­

ment Problem c o n s i s t s  of a s s i g n in g  to each C. £ C a un ique  p o s i t io n  on 8, 

defined by i t s  Euclidean coord ina tes  ( x . , y . ) ,  in such a way that some
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object ive  I s  optimized.

The placement problem  cannot be " s o l v e d " ,  in the mathematical sense, 

due to i t s  combinator ia l com p lex ity  and a l s o  to  the d i f f i c u l t y  in d e f in in g  

object ive  func t ion s .  The q ue st io n  i s ,  in p ra c t ic e ,  approached through other 

problems o f  re lated fo rm u la t ion  and e a s ie r  in te rp re ta t io n .  For that reason, 

a number o f  more or le s s  a ccep tab le  s im p l i f i c a t i o n s  a re  u s u a l l y  introduced.

The most commonly used s im p l i f i c a t i o n s  o f  the placement problem are 

the fo llow ing four:

. Assume that the o n l y  ob je c t iv e  i s  to minimize the tota l w ire leng th .

. Reduce each component to a po in t  ( i t s  geometr ica l centre) where a l l  

p in s  are i d e n t i f i e d .

. Represent a l l  n e t s  in terms o f  one-to-one  connections.

. Assume that the board  has a f i n i t e  number o f  lo c a t io n s ,  to which 

components can be a s s ig n e d .  A l l  components are considered  equal in 

s i z e  and can take any lo ca t io n .

Under those a s sum pt ion s ,  the to ta l w ire leng th  can be w r it ten  as:

. n n
4 - r  r  c ( i , j ) .  d i s t  [ s ( C . ) ,  s ( C .) ]
1 i - 1  j - l  1 J

where c ( i , j )  i s  the number o f  w ire s  between components C. and C ^ , and 

d i s t [ s ( C . ) ,  s ( C j )] i s  the d is t a n c e  between the s l o t s ,  o r  lo c a t io n s ,  to 

whichCj and have been a s s i g n e d .  T h is  fu nc t ion  has to be minimized over 

a l l  p o s s ib le  permutations o f  each component to each s l o t .
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T h is  problem i s  known as the Quadrat ic  Assignment Problem, ve ry  

often mentioned in a s so c ia t io n  w ith  the Placement Problem. I t  should  however 

be noted that the q u ad ra t ic  assignment i s ,  in i t s e l f ,  a very complex combi­

n a to r ia l  problem. I t  has been shown by Garey et al . [ GJ7f* ] that the qua­

d ra t ic  assignment be longs  to a c l a s s  o f  problems c a l le d  NP-complete, e i the r  

a l l  o r none of which are s o lv a b le  in polynomial time. S ince  many infamous 

combinatoria l problems have been proved to  be NP-complete, the l a t t e r  a l ­

te rnat ive  seems fa r  more l i k e l y . F o r  that reason, enumerative op t im iza t io n  

methods and approximation  a lgo r i thm s  are f requent ly  used.

From the above d i s c u s s io n  and the r i g i d i t y  o f  the former assum ptions, 

one must quest ion  the f e a s i b i l i t y  of reducing the placement problem to 

the quad ra t ic  assignment problem. Even i f  an optimum s o lu t io n  to the a s s o ­

ciated quadra t ic  assignment problem was found in a reasonable amount o f  

computation time, that one would not n e c e s s a r i l y  be an optimum s o lu t i o n  to 

the o r i g i n a l  placement problem.

To assume that minimal to ta l  w ire length  i s  the on ly  ob je c t ive  func t ion  

may not n e c e s sa r i l y  increase  r o u t a b i l i t y ,  because i t  w i l l  tend to c rea te  

areas o f  w ir in g  conge st ion .

The fourth  assumption i s  a l s o  p a r t i c u l a r l y  r e s t r i c t i v e .  Only in the 

case o f  re g u la r ly  s t ru c tu re d  boards with f ix e d  component lo ca t io n s  can 

permutations be con s ide red .  In most of the cases,  the board i s  a c o n t i ­

nuous plane without predefined s l o t s .  I t  should a l s o  be noted that t h i s  

r e s t r i c t i o n  evades the complex problems o f  rec tangu la r  c u t t in g  and 

packing, often encountered in the placement o f  general c e l l s .

The second and th i r d  assumptions are made in o rde r  to represent the

c i r c u i t  in terms o f  a graph.
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8 . CIRCUIT REPRESENTATION

The d e f i n i t i o n s  o f  the la s t  paragraph reveal two d i f fe re n t  aspects 

of the c i r c u i t  layout problem. The " t o p o l o g i c a l "  aspect re la te s  p r im a r i l y  

to the manner in which components are interconnected. Further topo log ica l  

information may include the order in which the term ina ls  of a component 

appear on i t s  ou te r  boundary, in te rc h an g e a b i l i t y  of te rm ina ls  and the re ­

quirement that the ex te rna l connections  have to appear on the ou t s ide  

boundary o f  the c i r c u i t  in a p re sp e c i f ie d  order.

The " g e o m e t r ic a l "  a spect of the c i r c u i t  layout problem is  p r im a r i ly  

re lated to parameters that can be measured. D istances,  s i z e  o f  ind iv idua l  

components, th ic kn e s s  o f  conductor l i n e s  and the s iz e  o f  a p r in ted  c i r c u i t  

board or an in tegrated  c i r c u i t  ch ip  are examples o f  geometrical parameters.

A p h y s ic a l  c i r c u i t  (C,N) as de f ined ,  comprises topo log ica l  informa­

tion  about a se t  o f  components and the way they are re la ted  by a set of 

nets. On the c i r c u i t  board B, components are a ss igned  to Euc l idean  c o o rd i ­

nates and re la ted  by d is t a n c e s  on the p lane. Hence the e f fe c t  o f  the p lace­

ment p rocess  i s ,  in some sense, to embed the c i r c u i t ' s  topology in the 

b o a rd 's  geometry.

Placement a lg o r l  thrrs requi re, as a framework, a convenient c i r c u i t  

rep resenta t ion  o r  model. An ideal c i r c u i t  model should represent, as 

f a i t h f u l l y  as p o s s ib le ,  a l l  the to p o lo g ica l  aspects and a l s o  take the geome­

t r i c a l  parameters into  account. In p ra c t ic e ,  th i s  ob je c t ive  i s  l im ited  by 

the actual f u n c t i o n a l i t y  o f  the model. The e f f ic ie n c y  o f  a placement 

a lgo r ithm  may however be determined by the co rrect  choice o f  a c i r c u i t  re ­

p re sentat ion .

The d e f i n i t i o n  o f  ph y s ic a l  c i r c u i t  i s  c lo s e ly  re la ted  to the mathema-
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t ic a l  concept o f  ahypergraph [Be70]. Given a f i n i t e  se t  X = {xj , x ^ ...... x^}

and a fam ily  E = {E .| i  6 1} o f  subsets  o f  X, the p a i r  ( X ,E) is  c a l l e d  a 

hypergraph i f  E. ^<i> (i € I)  and U E. *  X .
1 i e i '

The elements o f  X are the nodes and the se t s  E. £ E are the edges 

of the hypergraph (X ,E).

A ph y s ic a l  c i r c u i t  (C,N) has the s t ru c tu re  o f  a hypergraph, where X 

is  the set o f  a l l  component te rm ina ls  which are connected and E is  the 

set N of a l l  nets.  In other words, te rm ina ls  are the  nodes and ne ts  are the 

edges of the hypergraph rep re sen t ing  the c i r c u i t .  S in c e  components are se ts  

of te rm ina ls ,  they are a l s o  hypergraph edges. F ig .  1 shows a c i r c u i t  and 

i t s  hypergraph rep resenta t ion .

FIG. I -  A c i r c u i t  and i t s  hypergraph rep re sen ta t ion
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Hypergraph models have been used in a s s o c ia t io n  with the c i r c u i t  par- 

t iton  problem [La73 ] . but a re  seldom re la ted  to the c i r c u i t  layout problem. 

VanCleemput [Va76] developed hypergraph models fo r  the c i r c u i t  layout p ro ­

blem, that are able to rep resent  o rde r in g  o f  te rm ina ls  and other p rop e r t ie s  

of physica l c i rcui ts .

When a l l  edges in a hypergraph are o f  c a r d i n a l i t y  2, i t  becomes a 

simple graph. Graph models have been w ide ly  used in severa l areas o f  the 

design automation o f  d i g i t a l  systems, p a r t i c u l a r l y  in the c i r c u i t  layout 

problem. They are easy to program and can be made to represent d i f fe re n t  

types of c i r c u i t  r e f l e c t i n g  t h e i r  t o p o lo g ica l  and phys ica l  p rop e r t ie s .

A very conc ise  mathematical fo rm ulat ion  on the use o f  graph models fo r  the 

c i r c u i t  layout problem was e s tab l ished  by VanC I  eemput [Va76] . C i r c u i t  p ro­

pert ie s  were analysed in d e t a i l  and d i f f e r e n t  rep re sen ta t ion s  were deve lo ­

ped and d iscussed.

The graph in F ig .  2 . a) represents  the c l a ss ica l "com ponen t -to -node , 

connection-to-edge" model f o r  the sample c i r c u i t  in F ig .  1. Components are 

represented by s in g le  nodes and each net i s  a complete graph, i .e .  there 

is  an edge j o in in g  every p a i r  o f  nodes be long ing  to the net. The number of 

edges between two components therefore  equa ls  the number o f  nets which are

common to them.
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FIG. 2 -  Graph model o f  the c i r c u i t  in F ig .  I ,  w ith a) w=l and 
b) w=2/n.

S in ce ,  in t h i s  rep re sen ta t ion ,  a l l  edges were g iven  the same weight 

(w=l) and each net i s  connected by a to ta l o f  -n ^  ^  edges, there is  an 

overest imat ion  o f  the h igh -o rde r  nets when compared to the low-order ones.

A way to balance t h i s  d is p rop o r t io n  [HW76] i s  to g iv e  the weight w =2/n  to 

each edge in a net o f  o rder £ .  In that case, the to ta l  weight becomes

n (n - l )  2 . .
----- s—  . —  = n - I2 n

which i s  the length  o f  the minimum spanning tree connecting  £  nodes. F ig .  

2 .b) shows t h i s  l a s t  rep resenta t ion  with a l l  w e ights  m u l t ip l ie d  by a fac to r  

of 6, fo r  s im p l i c i  ty.

Represent ing  nets in terms o f  complete graphs seems an adequate model 

for placement a lgo r i th m s  because the decomposit ion in to  s i n g le  connections  

can be done in the course o f  the layout. The problem o f  net decomposit ion can 

be formulated as f in d in g  a spanning tree in a complete graph o f  £  nodes and,
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as i t  was f i r s t  proved by Cayley in 1S97> there are nn  ̂ p o s s ib le  decom­

p o s i t io n s  1 Be7C1 . I t  would be premature to e s t a b l i s h  a p a r t i c u la r  one, p r i o r  

to the actual placement o f  the components. The decomposition may depend on 

the s p e c i f i c  type o f  net (cha in, s t a r ,  c y c le , . . . )  and a lso  on the techonology 

in use. As an example, the c i r c u i t  design  in ECL and other fa st  lo g ic s  may 

require a r e s i s t o r  next to the terminal module o f  each net. In t h i s  case, i t  

i s  d e s i ra b le  that the decomposit ion o f  nets (and id e n t i f i c a t io n  o f  terminal 

modules) be performed subsequent ly  to  the placement o f  components.

The b a s ic  rep re sen ta t ion  o f  components by s i n g l e  nodes, can e a s i l y  be 

adapted to in c l  ude the c y c l i c a l  o rde r  of te rm ina ls  and other topo log ica l  p ro­

pe r t ie s .  Geometrical in formation, l i k e  the phy s ica l  dimensions of each com­

ponent, can be attached to the data s t ruc tu re  rep resent ing  the node and 

taken in to  account by the placement a lgo r ithm s.

A simple model, l i k e  the one descr ibed, a l s o  prov ides a convenient 

rep resenta t ion  fo r  o ther types o f  design  requirements. In add it ion  to the 

b a s ic  d i s t r i b u t i o n  o f  w eights,  determined by the o rder o f  the nets,  

a r t i f i c i a l  w eights  can be imposed on s p e c i f i c  edges representing v i t a l  

connections.  An e x tra  measure o f  co n n e c t iv i t y  can thus be introduced 

between components be long ing  to a func t iona l b lock  o r  forming a loop which 

must be kept toge ther  fo r  maintenance and tim ing reasons.

G ene ra l ly  speak ing ,  c i r c u i t  models based on graph theoret ic  s t ru c tu ­

res supp ly  a conven ient framework fo r  the placement a lgorithms. A v a r ie t y  

of models have been developed [Va76] , which are ab le  to represent a wide 

range o f  c i r c u i t  p rop e r t ie s .  Accord ing  to the s p e c i f i c  problem, a model can 

be o rgan ized  as  the one that best r e f le c t s  the behav iour of the techonology 

under c o n s id e ra t io n  and/or the expected p rop e rt ie s  o f  the f in a l  layout.
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9. OBJECTIVE FUNCTIONS

The goodness o f  a placement i s  u l t im a te ly  determined by how e f f i c i e n t l y  

i t  can be routed. R o u t a b i l i t y  i s  however an in ta n g ib le  ob je c t iv e ,  depen­

ding a l s o  on other f a c t o r s  besides placement, such as the p a r t i c u la r  type 

of c i r c u i t  and the ro u t in g  system which i s  to be ap p l ie d  a fterwards.  T h is  

fact e x p la in s  the d i v e r s i t y  of ob je c t ive s  and p ro p e r t ie s  that i s  found in 

the l i t e r a t u re  re p o r t in g  the d i f fe re n t  placement techniques.  In p a r t i c u la r ,  

when a placement scheme is  to be incorporated into an e x i s t i n g  rou t in g  

system, i t  n a tu ra l ly  tends to accomplish the ob je c t iv e s  that most adequately 

model the w ir in g  fe a tu re s  of the rou t ing  system.

There is  n e ve r th e le s s  a general consensus on a number of p ro p e r t ie s ,  

that p ra c t ice  has shown to be s t ro n g ly  re lated  to c i r c u i t  r o u t a b i l i t y .

Those are  measurable p ro p e r t ie s  that can be evaluated independently o f  the 

technology in use and the behaviour of any rout ing  scheme.

The most w ide ly  accepted f i g u re s  o f  merit fo r  a good placement can 

be grouped into two c l a s s e s  which we w i l l  name minimal distance o b je c t iv e s  

and even distribution  o b je c t iv e s .  To the f i r s t  c l a s s  be long a l l  c l a s s i c a l  

ob je c t ive  func t ion s  such as the minimal to ta l  d is tance .  Among the even 

d i s t r i b u t io n  o b je c t iv e s  i s  the m in im izat ion  o f  the number o f  c ro s so ve r s  

through boundary l i n e s .

9.1 - Minimal d istance  objectives

Let (C,N) be a g i v e n  physica l c i r c u i t ,  whose se t  o f  components 

C = {C. | i = l , . . . , n }  i s  to  be ass igned  to un ique ly  de f ined  p o s i t i o n s  on a

board B. The p o s i t io n  o f  component C. £ C w i l l  be def ined  by the plane 

coord ina tes  ( x . , y . )  o f  i t s  centre po in t.
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In add it ion ,  let d be some metric  re la t in g  any two p o in ts  in the 

plane such that

d i j  = d [ ( x . , y . )  , ( x j . y j ) ] .

The set {d. . .
ij i ,j = 1 ,. has the s t ru c tu re  o f  a symmetric matrix  with

zeros a long the main d ia g o n a l ,  and w i l l  be re fe r re d  to as the distance matrix. 

The most commonly used  m etr ics  are: the Euc l idean  d is tance

d.j = \ /(x i - x j ) 2 ♦ ( y j - v j ) 2

and the r e c t i l i n e a r  d is tan c e

d.. = x. - x. + Iy . - y . I .
i j 1 i j 1 1 '  i '  j 1

I t  i s  a l s o  assumed tha t  every c i r c u i t  net £ II has a lready  been 

represented in terms of s i n g l e  edges. The number o f  edges between compo­

nents C. and C., p o s s ib ly  adjusted  by some w e igh t ing  fac tor as seen in the 

la s t  paragraph, is  sa id  to  be the connectivity c . j  between those components. 

The connectivity matrix jc.^.J. n i s  a l s o  a symmetric one and,

s t r i c t l y  fo r the present purpose, a l l  the elements c . .  can be made equal to

Let S be the set o f  a l l  p o s s ib le  s o lu t i o n s  o f  t h i s  placement problem. 

Given a nonnegative in tege r  k and a s o lu t io n  s € S , we define  the k-th order

moment o f  s as fo llow s
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Mk (s) "  l .  C ij  d ij (s )I I J J' .J

where the sum !s taken over a l l  i , j  such that 1 < 1 < j < n.

In the p a r t i c u la r  case of k = 0, the e xp re ss ion  becomes a constant,

Mn = l  c..0 . . i i
' .J

equal to the total c o n n e c t iv i t y  o f  the c i r c u i t .  

When k=l , the f i r s t  moment i s  g iven  by

M|(s) = J. C ij • d i j (s )
' .J J J

that is ,  the total d is t an c e  of placement s. The m in im izat ion  o f  M j ( s ) over 

the set o f  a l l  s o lu t i o n s  s £ S i s  known as the quadra t ic  assignment problem. 

I f  k = 2 , the second moment i s  determined as

M2 ( s ) = l  c.  dj  ( s ) .
' »j J J

The cho ice  o f  M2 ( s )  rather than M^( s ) as an ob ject ive  func t ion  fo r  

the placement problem, may b r ing  co n s id e rab le  advantages. From a computatio­

nal point o f  view, when the used m etr ic  i s  the Euc l idean  d is tance ,  i t  saves 

the square root e va lu a t io n  repeatedly  requ ired  in a placement a lgo r ithm .

On the other hand, a s o lu t i o n  obtained on tends to produce fewer long

d is tance s ,  when compared with the minimal to ta l  d is tance  s o lu t i o n s .  T h is  

fa c t  is  to be expected when one eva lua tes  the va r iance  o f  the d i s t r i b u ­

t io n  of d is t a n c e s  from the mean va lue .  The va lue  o f  the average d is tance
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in s o lu t io n  s ,  denoted d (s )  i s  g iven  by

.^. c. . d . .(s )  M (s)
a ( s ) = "J------------- L -

■L. c . . 
' .J 'J

The mean square d ev ia t io n  from the average o f  the d is tances  i s  the

number 0^ ( 5) defined by

2 A  c (d ( s ) - a ( s ) ) ‘
oj(s)  = - L U — U _ -L t -----------------

. ¿ .  c . . 
' ,J U

A f te r  some s imple a lg e b ra ic  m an ipu lat ion,  t h i s  can be w r itten  as

Cd (5)

MQ . M2 ( s ) -  Mj ( s ) M2 ( s )
-  d2 ( s ) .

S ince  Mg i s  a con stan t ,  there e x i s t s  a c lo se  r e l a t io n  between the

2
minim izat ion  o f  M2 ( s ) and o f  o^ (s )  , i .e .  a be t te r  u n i fo rm i t y  o f  the produced

d is tances .  I t  should however be noted that the optimal s o lu t io n s  obtained

on M2 ( s ) and on M j( s ) do not n e c e s sa r i l y  c o in c ide .  The most convenient

approach might be to choose, among the best s o l u t i o n s  in M|(s),  the one

2
with sm a lle r  M2 (s)  and consequently  lower o ^ i s ) .

For h igh e r  va lue s  o f  k, the k - th  moment ( s ) i s  re lated to yet 

another f requen t ly  used ob je c t iv e  o f  the placement problem, namely the mi­

n im iza t ion  o f  the longest  d is t an c e .  In a g iven  s o l u t i o n  s 6 S, the longest 

d is tance  L ( s ) between connected components, i s  d e f ined  as

L (s ) = max {6 . .  d . . }  
• • ij  ij
' . J  1 1

where 6. . = 
'J

0 i f  c .  . -  0
'J

1 o th e rw ise  .



I t  has been proved by Ste inberg  [S t6 l ]  that L ( s) can be regarded as 

a l im it in g  case o f  ( s ) , i .e .  there e x i s t s  a K such tha t  fo r a l l  k ^  K, 

the optimal s o lu t io n  on M^(s) i s  a l s o  the optimal s o l u t i o n  on L ( s ) .

9 .2  - Even d i s t r i b u t io n  ob je c t ive s

Another c l a s s  o f  ob ject ive s  has been introduced, suggested by two 

p ra c t ica l  o b se rva t io n s  [B r77],  namely:

. succe ssfu l  ro u t in g  is  dependent on the den s ity  o f  in te rconnect ion s.

. some areas o f  the board are u su a l ly  more dense than others .

I t  has a l s o  been observed that minimal total d is t a n c e  may not be a 

good c r i t e r i o n  to use in order to increase  r o u t a b i l i t y ,  s ince  h e a v i ly  

connected components tend to be c lu s te red  together, the re fo re  c rea t in g  

areas o f  w ir in g  congest ion .

In order to enable a measuring of the dens ity  o f  in te rconnect ion s  on 

the board, a new concept was introduced and named boundary line o r  cut line. 

The board is  a r t i f i c i a l l y  d iv ided  by equ id is tan t  h o r iz on ta l  and v e r t i c a l  

l i n e s ,  generat ing  c e l l s  that approach the s iz e  o f  in d iv id u a l  components. 

Every s in g le  connection between a p a i r  of components w i l l  c ro s s  a number of 

boundary l in e s .  For the set  of a l l  connections in the c i r c u i t  and assuming 

that the sh o rte st  routes are taken, the amount o f  c r o s so ve r s  at each l in e  

can thus be determined.

Let x^ be the number of c ro s so ve r s  at an in d iv id u a l  boundary l in e  t .  

Over the set o f  a l l  p o s s ib le  s o lu t io n s  s € S, the f i r s t  ob je c t ive  func t ion  

one might con s ide r  is

2'4
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X. ( s )  = £ x . ( s )
I t  I

i . e . ,  the total number o f  c ro s so ve r s  fo r  a l l  boundary l in e s  £ = l , . . . , m .

By tak ing the c e l l  w idth as measuring u n i t ,  i t  can be e a s i l y  proven 

that X|(s)  equals M j ( s ) when the r e c t i l i n e a r  d is tance  i s  cons ide red.  Using 

X j ( s )  as an ob ject ive  fu n c t ion  w i l l  not ,  fo r  that reason, lead to bette r  

re su l t s  than the c l a s s i c a l  minimal d is tance  ob je c t ive .

As suggested by Wang [Wa80]: i t  i s  necessary  not o n ly  to minimize the 

number o f  c ro s so ve r s ,  but a l s o  to ensure  a un iform  d i s t r i b u t io n  o f  these 

c ro ssove rs  over the se t  o f  a l l  cut l i n e s .

For that e f fe c t  Wang defined a new ob jec t ive  func t ion  that, in our 

own nota t ion ,  is  w r it ten  as

X2 ( s) = £  ^ ( s ) .

Aga in , by e va lu a t in g  the va r ia nce  o (s) o f  the number o f  c ro s so ve r s

from the mean value x ( s )  = Xj(s)/m

£ (x » ( s )  - x ( s ) ) ‘
2, \ la I s ) ----------------- ------------
x  m

we come to the exp re ss ion

V S > - 2 .  .
------^-----------x  ( s ) .

2
In fac t,  to m inim ize X^ is )  tends to minimize ox (s) the refore  en su r ing  

a uniform d i s t r i b u t io n  o f  c ro s so ve r s .  I t  should a l s o  be noted that X ^ ( s )
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and X^ ( s ) are not n e c e s sa r i l y  c o r re la te d ,  su gge st ing  that a more convenient 

approach might be the s imultaneous op t im iza t io n  of both.

Breusr [Br77] defined another objective function based on the mini­

mization of the largest value

Y ( s )  = max ( x . ( s ) } .
i. 1

Follow ing S t e i n b e r g ' s  r e s u l t  [ S t 6 l ]  we may con s id e r  t h i s  ob ject ive  

equ iva lent  to a X ^ ( s )  with k o f  a s u f f i c i e n t l y  h igh  order.

10. CONCLUDING REMARKS

The placement problem was here def ined  from a th e o re t ica l  po int  o f  

view and an attempt was made in order to systematize  i t s  most w ide ly  

accepted f ig u re s  o f  merit. For t h i s  e f fe c t  a number o f  o b je c t iv e  func t ion s  

was def ined,  which are  independent of any p a r t i c u la r  technology or rout ing  

scheme.

I t  should however be po inted  out that the op t im iza t ion  o f  any o f  the 

defined ob ject ive  fu n c t ion s  leads  to a complex combinator ia l problem. An 

example i s  the case  o f  M j ( s ) ,  and o f  X j ( s ) as w e l l ,  lead ing to the quadrat ic  

assignment problem which is  known to be NP-complete. On the other hand, a 

carefu l choice must be made among those ob je c t ive  func t ion s ,  s in c e  the 

optimal s o lu t io n s  they produce may be c o n f l i c t i n g .  Th is  i s  the case o f  a 

s o lu t io n  obtained s t r i c t l y  on minimal to ta l  d is tance  M j (s) that may g ive  

poor r e s u l t s  in terms o f  even d i s t r i b u t i o n  o f  c ro s so ve r s  X ^ (s ) .

1
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From the above d i s c u s s io n  i t  i s  c le a r  that a convenient c r i t e r i o n  

fo r  the placement problem should  in vo lve  a combinat ion  of two or more o f  

the referred ob je c t ive  func t ion s .  Moreover, s in c e  the problem cannot be 

" s o l v e d "  in the mathematical sense, i t  i s  a d m is s ib le  that approximation 

a lgo r i thm s  be designed in terms o f  such com b inat ions.

The s imultaneous op t im iza t ion  o f  ob je c t iv e s  may a lso  b r ing  other de­

s i r a b l e  p rope rt ie s  as s id e - e f f e c t s .  For example,to minimize M2 (s )  together 

wi th X£(s) w i l l  tend to d i s t r i b u t e  the d en s i ty  o f  f rom -to  p a i r s  evenly  on the boa rd .

I t  i s  our b e l ie f  minimal to ta l  d is tance  M j ( s )  balanced by an even 

d i s t r i b u t io n  o f  c ro s so ve r s  X ^ i s )  i s ,  fo r  most o f  the  cases, the most conve­

n ien t  combination of ob je c t iv e s .  We th ink  that e f f i c i e n t  a lgo r ithm s can 

be designed as an attempt to minimize both f u n c t io n s ,  in such a way that 

X^ ( s ) i s  favoured in the cases  where c o n f l i c t  a r i s e s .  As a r e s u l t ,  a near 

minimal total d is tance  would be achieved and p o t e n t ia l  areas of w ir in g  con­

g e s t io n  avoided.



CHAPTER II

PLACEMENT METHODS

1. INTRODUCTION

T h is  chapter i s  intended as a guide and m ot iva t ion  fo r  the fo l lo w in g  

ones, where a new placement method w i l l  be f u l l y  desc r ibed  and d iscu s sed  

in mathematical terms.

The placement problem as def ined  p re v io u s ly  has been stud ied  under 

d i f fe re n t  app roaches, depend i ng on the technology in u se  and the choice 

o f  the ob je c t ive  fu n c t io n s  to be optimized.

In the present Chapter we s p e c i f y  three b a s ic  approaches and acco r ­

d in g ly  we c l a s s i f y  the e x i s t i n g  placement techniques.

Our new method i s  then g l o b a l l y  descr ibed and c l a s s i f i e d .  I t s  scope 

and r e s t r i c t i o n s  are conside red  and assoc ia ted  problems are r a i s e d .S p e c ia 1 

concepts l i k e  “ kn o t "  and " c o n n e c t i v i t y  t ree "  treated la t e r  in d e t a i l ,  are 

sketched here.

The f i n a l  se c t io n  was designed as a summary o f  the subsequent Chapters 

where the method w i l l  be f u l l y  ana lysed.
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2. CLASSICAL METHODS

A va r ie ty  of placement techniques has been developed which d i r e c t l y  

aim to optimize one o f  the c l a s s i c a l  ob je c t iv e s :  minimal to ta l  d is t an c e  and 

even d i s t r i b u t io n  o f  w ire s  over the board su rface .

In general, over an i n i t i a l  c o n f ig u ra t io n  e i th e r  random o r  c o n s t r u c t i ­

ve, an i t e ra t iv e  scheme swaps p a i r s  (or groups) o f  components w h i le  some 

improvement is  observed. T h is  approach makes t h i s  c l a s s  o f  methods p a r t i c u l a r l  

su itab le  fo r  re gu la r ly  s t ru c tu red  environments with f ix e d  module lo c a t io n s .

2 .1 .  I n i t i a l  placement

I t  has been debated in the l i t e r a t u r e  whether i t  i s  better to  use a 

random s t a r t  or a c o n s t r u c t i v e - i n i t i a l  placement as an i n i t i a l  s o l u t i o n  to 

the i t e r a t iv e  improvement a lgo r ithm s.  Proponents o f  the former argue that the 

computation time to generate a c o n s t r u c t i v e - i n i t i a 1 placement is  b e t te r  spent 

generating several random s t a r t s  from which the best s o lu t io n  can be chosen.

However, experimental work on the subject [HW76] shows that there  i s  no 

co r re la t io n  between the to ta l  d is tance  o f  a random i n i t i a l  s o lu t io n  and the 

f in a l  to ta l  d istance a f t e r  placement improvement. Therefore, the bes t  i n i t i a l  

so lu t ion  does not n e c e s s a r i l y  lead to the best f in a l  placement so th a t  each 

random s t a r t  needs to be fo llowed  by the i t e r a t i v e  improvement a lgo r ithm .

It  is  a l s o  stated by Hanan, W o lf f  and Agule that ite rat ive - improvement a lg o ­

rithms tend to run longer when s t a r t i n g  with a random placement as compared 

with s t a r t i  ng wi th a good const ruct i ve - i  ni t i a 1 p lacement. Detai led expe ri men­

tation showed that, gene ra t ing  k random s t a r t s  and fo l lo w in g  each one with 

i te ra t iv e  improvement takes at le a s t  k times as long as generat ing  one cons­

t r u c t i v e - in i t i a l  placement and fo l low ing  i t  w ith  a placement-improvement
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a I gor ithm.

Hanan and Kurtzberg  [HK72] p re sen t  a general d i s c u s s io n  o f  the c l a s s  

o f  c o n s t r u c t i v e - i n i t i a  1 placement techniques and a d e sc r ip t io n  of the most 

common a lgo r ithm s.  In t h i s  c l a s s  of methods, modules are se lected  one at a 

time and p o s it ion e d  in the p a r t i a l l y  formed co n f ig u ra t io n .  The p a r t i c u la r  

ru le s  fo r  selection  and positioning o f  the modules, def ine  the s p e c i f i c  

methods.

Once an acceptable  i n i t i a l  c o n f ig u r a t io n  is  obtained an i t e r a t iv e  

scheme i s  then app l ied ,  depending on the ob je c t ive  funct ion  adopted.

2.2. Minimal d is tance  methods

In t h i s  c l a s s  we inc lude  a l l  i t e r a t i v e  placement methods that 

aim to minimize the tota l d is tance  M j ( s ) ,  therefore  reducing the placement 

problem to the quad ra t ic  assignment problem.

Over the l a s t  two decades a la rg e  number o f  papers on t h i s  subject 

has appeared in the l i t e r a t u r e .  Hanan and Kurtzberg [ HK72] g ive  a d e ta i led  

d e sc r ip t io n  o f  the most important minimal d is tance  placement techniques 

and a l i s t  o f  re ferences.  Subsequent to  t h i s  work ,Hanan,Wolff and Agule 

[HW76] performed a comprehensive study o f  the r e la t iv e  e f f i c i e n c y  o f  those 

techniques. De ta i led  experimentation showed that,  fo r  large problems, the 

on ly  v ia b le  combination o f  placement a lgo r i th m s  i s  based on the force-directed  

pairuise relaxation a lgo r ithm . I t  not o n ly  ach ieves  the best placement but i t  

a l s o  ach ieves  i t  in the s h o r te s t  computer time.

Pa irw ise  interchange a lgo r i th m s  t e s t a l l  n ( n - l ) / 2  p o s s ib le  p a i r s  o f  n 

modules fo r  in te rchange . Whenever one t r i a  I interchange r e s u l t s  in a reduction  

of M|(s) t h i s  interchange i s  accepted, otherw ise  the modules return to th e i r
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p rev ious  p o s i t i o n s .  In the fo rc e -d ire c ted  a lg o r i th m s , a force vector is 

computed fo r  each module M

where s... i s  the vector d is tance  from M to i . Th is  fo r c e  vector a llows the 

target p o in t ,  where the sum o f  fo rces  on module M i s  ze ro ,  to be computed.The 

target lo ca t io n  o f  M is  then chosen w ith in  a ce r ta in  neighbourhood e.. of i t s  

target po int.

The fo rc e -d ire c ted  pa irw ise  re la xa t ion  a lg o r i th m  is  a combination 

of both concepts.  A module A is  chosen fo r  a t r i a l  interchange with a module 

B located in only  i f  A i s  located in e 0 . Th is  procedure c le a r l y  l im it s  the 

number of t r i a l  interchanges and s ince  two modules a re  optimized at a time, 

computation time is  reduced con s ide rab ly .

The r e s u l t i n g  s o lu t io n ,  obtained s t r i c t l y  on the a ssoc ia ted  qua­

d ra t ic  assignment problem, may then be adjusted to the o r ig in a l  placement 

problem. T h i s  i s  s t i l l  accomplished by means o f  the fo rce -d ire c ted  pa irw ise  

re laxa t ion  a lgo r i thm  adapted in order to minimize the minimum spanning tree 

d is tances  o f  the placement problem.

As a lre ady  pointed out in Chapter I ,  minimal d is t an c e  methods produce 

s o lu t io n s  where heav i ly  connected modules tend to be c lu s te re d  together. On 

the other hand, pairw ise  interchange a lgo r ithm s perfo rm  badly whenever the 

s iz e s  o f  modules are s ig n i  f i c a n t l y  d i f fe re n t .  The f i r s t  problem can be avoided 

by manual in te rven t ion ,  the l a t te r  problem can be s o lv e d  by subd iv id ing  

a la rge  module into i t s  co n s t i tu e n t s .
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2 .3 .  A n a ly t ic a l  methods

The a n a ly t ic a l  methods use mathematical techniques to d i r e c t l y  opt im ize  

a defined placement o b je c t iv e .  The r e s u l t i n g  so lu t io n  i s  then used to produce 

the placement co n f ig u ra t io n .

Force-d irected  placement a lgo r ithm s [CM73] [ QB 79 ] are c l a s s i c a l  rep resen ­

ta t ive s  o f  t h i s  approach. A se t  o f  s imultaneous equa t ion s  i s  e s ta b l i s h e d ,  which 

models a system of a t t r a c t i v e  forces between interconnected components and 

repu ls ive  fo rces  between unconnected components. The s o lu t i o n  to t h i s  system 

g iv e s  the e q u i l ib r iu m  p o s i t i o n  o f  each module. T h is  s o lu t i o n  must then be adapted 

to the p a r t i c u la r  type o f  environment: in regu la r  s t ru c tu re d  boards components 

are a ss igned  to the s l o t s  and in the general case components are spread out in 

order to e l im inate  o v e r la p s .  Quinn and Breuer [QB79] p resent a mathematical 

formulation o f  the subject and a technique fo r  s o lv in g  the set  o f  equat ions.

More recen t ly ,  ano the r  c la s s  o f  a n a ly t ic a l  methods i s  being developed 

where the ob ject ive  fu n c t io n  i s  b a s i c a l l y  the to ta l weighted squared d is tance  

M ^ s ) .  Cheng and Kuh [ CK8f«] formulate t h i s  approach to  the placement problem 

in analogy w ith  r e s i s t i v e  network op t im iza t ion .  A method i s  proposed fo r  s o l v in g  

the op t im iza t ion  problem and fo r  us ing  t h i s  s o lu t io n  to  place the modules on 

re gu la r ly  st ruc tu red  boards. With a s im i l a r  fo rm u la t ion ,  Blanks [ B I 85] e va lua tes  

lower bounds fo r  M^is) and u ses  these bounds in the development o f  a new p a irw ise  

interchange placement technique.

A mathematical model can a lso  be constructed  f o r  the general placement 

case. In the method p re sen ted  by Markow e t  a l .  [MJS4»], the ob ject ive  funct ion  

depends on the tota l r e c t i l i n e a r  d is tance  and on a c r i t e r i o n  o f  the ch ip  s iz e .  

That funct ion  i s  a l s o  s u b je c t  to a number o f  r e s t r i c t i o n s  which def ine  a p o s i t i o n  

fo r  each b lock re la t iv e  to the  other b lock s  and the ch ip  boundaries. The used 

i t e ra t iv e  op t im iza t ion  a lg o r i t h m  g iv e s ,  at each step, a fe a s ib le  s o lu t io n  and an
JOHN RYLa NUi  
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estimation  o f  the d istance  from th i s  p o in t  to the optimal s o lu t io n .  The method 

due to Sha and Dutton [SD85] fo l low s  a s im i l a r  approach. However, the ob je c t iv e  

function  is  defined in terms o f  a squared Euc l idean  metric and there are no 

integer va r iab le s,w h ich  enhab le s  the use o f  a c l a s s i c a l  op t im iza t ion  procedure.

2.4. Even d i s t r i b u t i o n  methods

Th is  c la s s  in c lude s  a l l  i t e r a t iv e  placement methods that are intended 

to minimize the number of c r o s s i n g s  over a set o f  boundary l in e s .

At each cut l in e ,  the  problem o f  g roup ing  components in to  two subsets  

so as to minimize the in te rconnec t ion s  i s  t y p i c a l l y  a p a r t i t i o n in g  problem.

This subject w i l l  be d is c u s s e d  in Chapter I I I  o f  t h i s  t h e s i s .

The p a r t i t i o n in g  a lg o r i th m  requ ired  by the placement methods included 

in th i s  c l a s s  is  u s u a l ly  based on Kern ighan and L i n ' s  procedure [K L 7 0 ] [SK 7 2 ] . 

Th is  procedure is  e s s e n t i a l l y  an i t e r a t i v e  interchange between groups of mo­

dules se lected from both su b se t s .

The loca t ion  o f  boundary l in e s  and the o rder in which they are p ro­

cessed characte r ize  the d i f f e r e n t  placement methods. Breuer [Br77] introduced 

the concept o f  sequentia l op t im iza t io n  o f  cut l i n e s  and elaborated a thorough 

d is c u s s io n  on the subject.  The placement a lgo r i th m s  o f  the min-cut c l a s s ,  due 

to Breuer, are p a r t i c u l a r l y  su ited  to r e g u l a r l y  s t ruc tu red  boards with f ixed  

module lo ca t ion s.  Two m in -cut  procedures, namely quadrature and s lic e /b isec - 

tion, spec i fy  the p o s i t io n  and sequence o f  cut l i n e s .  In the quadrature 

a lgorithm  the board is  repeated ly  b isected  by a l t e r n a t in g  v e r t i c a l  and h o r i ­

zontal l i n e s .  By f i  r s t  p r o c e s s in g  cut l i n e s  in the centre  of the c a r r ie r ,  i n ­

terconnections are pushed away from t h i s  reg ion .  T h i s  fact makes quadrature 

su it a b le  fo r  boards with a h igh  d en s ity  o f  ro u t in g  in th e i r  centre . S l ic e /  

/b isect ion  i s  best su ited  to  boards where there i s  a h igh  interconnect 

dens ity  at the term ina ls.  The board i s  d iv ide d  in to  success ive  rows and eachI



row is  in i t s  turn repeatedly  b isec ted .

In other min-cut a lgo r i thm s ,  l ik e  the one developed by Corr igan  |Co79], 

the order o f  p a r t i t i o n in g  is  not predetermined. A se t  o f  " d i r e c t i v e s "  defined 

by the user during the process execut ion ,  i s  made to meet the p a r t i c u la r  

ch a ra c te r i s t ic s  o f  the assembly.

A1though the piacement methods included in t h i s  c la s s  have been o r i g i n a l l y  

designed for re g u la r ly  s t ruc tu red  boards, they introduced a number o f  concepts that 

can be appl ied to o the r  types o f  envi ronment.The b a s i c  terms cut 1 ine and part i  t ion  

are often present in h ie r a r c h ic a l  pi acement techn i ques dea I i ng wi th the genera 1 case.

3. HIERARCHICAL APPROACH

As d iscu s sed  in Chapter I o f  t h i s  t h e s i s ,  the increas ing  complexity  o f  

integrated c i r c u i t s  w ith  c e l l s  o f  d i s s i m i l a r  shape and s iz e ,  brought up the 

need for h ie ra rc h ic a l  layout methods. With the advent o f  VLSI, h ie ra rch ica l  

placement methods s ta r te d  to be considered.

There are b a s i c a l l y  two ways to handle the placement of general c e l l s  

under a s t ructu red  approach. E i th e r  the whole c i r c u i t  i s  su cce ss ive ly  p a r t i t i o n ­

ed unti l  the ce l l  leve l i s  reached o r ,  s t a r t i n g  w ith  iso la ted  c e l l s ,  b locks 

of increasing complexity  are b u i l t  up.

3 .1. Top-down placement

L a u th e r 's  m in-cut placement a lgo r ithm  fo r  general a ssem blies  [ La79] 

is  a typical rep re sen ta t ive  o f  th i s  approach. S t a r t i n g  with the to ta l  ce l l  

area and the des ired  shape o f  the f i n a l  assembly, i t  i s  p o s s ib le  to c a lcu la te  

the expected d imensions of the sub s t ra te .  The i n i t i a l  rectangle  rep resent ing
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the whole board is  d iv id e d  into two rectang le s  of s i z e s  adjusted to f i t  the 

total c e l l  area in both subsets .  The process  is  r e c u r s i v e l y  applied  to the 

re su l t in g  rec tang le s ,  u n t i l  each subset conta in s  a s i n g l e  c e l l .

For p a r t i t i o n in g ,  a modified ve r s io n  o f  Ke rn ighan  and L i n ' s  procedure 

is  employed. The d i r e c t io n  o f  cut l i n e s  is  switched between ho r izon ta l  and 

ve r t ica l  fo r  each i t e r a t io n  u n le s s ,  at the la s t  s tep s,  c e l l s  do not f i t  into 

the avai table area.

Once each c e l l  i s  a l lo ca ted  to a rectangu la r  domain, i t s  exact coor­

dinates and dimensions must s t i l l  be determined. The u se  o f  three p o s t -  

-p rocessors,  namely " r o t a t i o n " ,  " sq u e e z in g "  and " r e f l e c t i n g " ,  can s t i l l  im­

prove the f in a l  layout.

As pointed out by W ip f le r  et a ) .  [WW82] the d isadvan tage s  o f  th i s  

method are as fo l low s:  Due to i t s  sequentia l nature the m in-cut procedure 

minimizes the number o f  c ro s so ve r s  l o c a l l y  but not g l o b a l l y .  The r e s u l t s  of 

the b ip a r t i t i o n in g  a lg o r i th m  a l s o  depend on the i n i t i a l  c o n f igu ra t io n  adopted. 

Moreover, the add i t io n a l  c o n s t ra in t s  concern ing the s i z e  o f  the b locks  (tota l 

area of a l l  elements a s s ig n e d  to the b lock) are d i f f i c u l t  to implement. In 

p ractice , t h i s  causes o v e r la p s  o f  c e l l s .

In order to s o l v e  the f i r s t  two problems, W ip f le r  et a l .  proposed a 

method based on the fo rc e -d i re c te d  concept. A fo rc e -d i re c te d  placement a lg o ­

rithm ca lc u la te s  the r e l a t i v e  c e l l  p o s i t io n s  ( c i r c u i t  topo logy)  and a cut 

a lgorithm  transforms t h i s  r e la t iv e  placement into a geom etr ic  ce l l  arrangement 

con s ide r in g  ce l l  area. The cut a lgo r ithm  is  not a p a r t i t i o n i n g  p rocess ,  in 

the sense we have been c o n s id e r in g ,  s in ce  i t  on ly  concerns  board a reas  and 

does not a l t e r  the c i r c u i t  topology. In order to e l im in a te  over la p s , 

c e l l s  can be "moved", " r o t a t e d "  and "m ir r o re d "  in in t e r a c t i v e  mode.
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We a l s o  include In the present category the type o f  placement methods 

that, while performing the space d i v i s i o n  phase in a top-down fa sh ion ,  exe­

cute the p a r t i t io n in g  o f  c e l l s  in a bottom-up mode. A c l u s t e r i n g  a lgo r ithm  

combines b locks  into g roup s  o f  high connec t iv i t y  from the ce l l  level towards 

the whole c i r c u i t ,  thus p roduc ing  a cluster tree [MT79] [Ha82]. Th is  tree 

structure is  traversed top-down during  the process o f  space d i v i s i o n ,  so

that each b lock  is  a l l o c a t e d  to a rectangu la r  area.

At each h ie r a r c h i c a l  level of a top-down placement, the space d i v i ­

s ion phase can be in te rp re te d  as a F loo r  P lans problem [G a 8 l ] ,  where a combi­

nation of rectangular space  co sts  and communication c o s t s  must be minimized.

In order to s im p l i f y  t h i s  q uest ion ,  most o f  the e x i s t i n g  methods are o f  a b i ­

nary nature so that space d i v i s i o n  i s , a t  each step, l im it e d  to the b i p a r t i ­

tion of a rectangle. The problem can neverthe le ss  be approached by means of 

Linear Programming techn ique s,  as in [MM82] [HS82], pe rm it t in g  an e f fe c t iv e  

optim ization o f  the a v a i l a b l e  area.

3.2. Bottom-up placement

As opposed to the former category, bottom-up placement methods s ta r t  

from one c e l l  and add o t h e r  c e l l s  one by one u n t i l  a l l  c e l l s  in a b lock  are 

placed. B locks  are then combined in a s im i la r  manner and the process i s  re ­

peated u n t i l  the complete design  is  placed.

Let us examine the placement method due to Preas and van Cleemput 

[PV79], as a rep re sen ta t ive  o f  th i s  c l a s s .  The block s t r u c t u r e  (p a r t i t i o n  of 

c e l l s )  is  defined on f u n c t i o n a l i t y  and a l im it  i s  imposed on the number of 

b locks which are to be p rocessed  s im ultaneously.  For t h i s  reason a branch- 

-and-bound technique can be used to examine a l l  p o s s ib le  s o lu t io n s .  At a given 

level, whenever a new b lo c k  i s  to be added to the p a r t i a l l y  formed c o n f ig u ra t io n ,
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every p o s s ib le  re la t iv e  p o s i t i o n  has to be considered  ( i . e .  above, under, to 

the le f t  and to the r i g h t ) ,  as well as a l l  p o s s ib le  r o ta t io n s  and r e f le c t io n s  

o f  the new block. The c o s t  funct ion  to be minimized i s  the to ta l  area occupied 

by the b locks and t h e i r  in te rc on n e c t io n s ,  with p o s s ib le  c o n s t ra in t s  on the 

maximum he ight,  width o r  a spect r a t io  o f  the f in a l  assembly.

A bottom-up s t r a t e g y  can a l s o  be e f f i c i e n t l y  employed i s  standard  ce l l  

and po lyce l l  assem blies.  R ichard  [R i8^] uses a c l u s t e r i n g  a lgo r ithm  to succes­

s ive ly  combine p a i r s  o f  s t r o n g l y  interconnected (groups of) components. The 

binary tree s t ru c tu re  thus  generated i s  then used to determine the o rde r  in 

which the components are s e q u e n t ia l l y  se lected  an p laced.

For both approaches i t  ho lds  that i t  i s  not enough to b u i ld  a dense 

placement of the c e l l s ,  w ith ou t  in c lud ing  some expected rout ing  area. I f  

th is  area was not inc luded  during  the p rocess,  the c e l l s  would have to be 

subsequently expanded, thus producing an i r r e g u l a r l y  shaped assembly.

The expected ro u t in g  area can be more a c c u ra te ly  evaluated under a 

bottom-up methodology. I t  i s  a l s o  p o s s ib le  to perform, at  each stage,  a com­

plete rout ing  of the p a r t i a l  c o n f igu ra t io n .  A placement method proposed by 

Malladi et a l .  [MS81] in c lu d e s  an e st im at ion  o f  the in te rconnect ion  channel 

widths, as well as the number o f  in te rconnect ion  c r o s so ve r s  and connection  

lengths. The a lgo r ithm  due to Chandrasekhar and Breuer [CB82] dea ls  w ith  the 

p a r t ic u la r  case of a b in a r y  b lock h ie ra rchy .  At a g iven  le ve l ,  two rectangu la r  

blocks are combined in o r d e r  to produce a new re c tan gu la r  b lock in such a 

way that the total layout area in c lu d in g  the in te rconnect space i s  minimized.

In [BK83] a s t a t i s t i c a l  model i s  used f o r  e s t im at ing  the necessary  ro u t in g  area 

at each h ie ra rc h ic a l  le ve l and a cco rd in g ly  modify the i n i t i a l  placement 

so lu t ion ,  obtained by a fo r c e -d i re c te d  a lgor ithm .



A l l  the p rev ious  c l a s s e s  of placement methods e x p l i c i t l y  aim to o p t i ­

mize at lea st  one of the c l a s s i c a l  o b je c t iv e s :  minimal d is t a n c e  or even 

d i s t r i b u t io n .  Bottom-up a lgo r i th m s  are apparently  on ly  intended to minimize 

the ch ip  area. However connections  do take space,and a g lo b a l  overview o f 

the c i r c u i t  c o n n ec t iv i t y  is  e s se n t ia l  to an e f f e c t i v e  op t im iza t io n .  For that 

reason, the placement methods o f  the present category  must r e l y  on a s t a r t i n g  

so lu t io n ,  u su a l ly  obtained w ith  the a id  o f  one o f  the c l a s s i c a l  a lgo r ithm s.

I t  should a l s o  be pointed  out that,  to pack a g iven  se t  of rec tangu la r  

b locks in to  as small an area as p o s s ib le  i s  by i t s e l f  a very complex combi­

nator ia l  problem. Two-dimensional packing problems are known to be NP-complete 

and the search fo r s u i t a b le  approximation a lgo r i thm s  has been a f ie ld  o f  

a c t ive  research [GJ81] .
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4. THE USE OF GRAPHS

As d iscussed  in Chapter I of t h i s  t h e s i s ,  graph th e o re t ic  s t ru c tu re s  

o f fe r  a convenient re p re sen ta t ion  fo r  some a spects  o f  the c i r c u i t  layout 

problem. In the rep re sen ta t ion  o f  c i r c u i t s ,they can model a la rge  range of 

c i r c u i t  p rope rt ie s .  Graphs a re  a l s o  present in the form of t r e e s ,  when rep re­

sent ing  d i f fe re n t  types o f  layout h ie ra rc h ie s .

In t h i s  se c t io n  we inc lude  a l l  placement methods tha t  e x p l i c i t l y  

make use o f  graph models.

4 .1 .  Topo log ica l  approach

Topological layout methods, rather than executing the usual phases
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of placement and rou t ing ,  f i r s t  construct a graph model for the c i r c u i t .  Th is  

graph represents  the to p o lo g ic a l  aspects o f  the c i r c u i t  as f a i t h f u l l y  as 

poss ib le ,  w h ile  n e g le c t in g  a l l  geometrical in fo rm at ion .  The graph I s  then 

embedded In one or more p lanes  with the r e s t r i c t i o n  that no two edges must 

Intersect except at the v e r t i c e s .  The f in a l  step c o n s i s t s  o f  transform ing  the 

topological layout In to  a p h y s ic a l  layout that takes In to  account the geometri 

cal p rope rt ie s .

The to p o lo g ica l  approach has the property  o f  o b je c t i v e ly  con s id e r in g  

c ircu it  p la n a r i t y  as a fa c to r  o f  c i r c u i t  layout. Under the usual methodology 

the problem i s  on ly  taken in to  account dur ing  the ro u t in g  phase, when compo­

nents have a lre ady  been a s s ign e d  to the ir  d e f i n i t i v e  p o s i t i o n s .  In the case 

of PC boards two d i s t i n c t  connec t ions  are not allowed to  c ro s s ,  which causes 

a number of p la ted - th rough  ho le s  or v ia s .  The techno logy  of in tegrated  c i r ­

cuits  may p rov ide  a form of  " c r o s s - o v e r s " ,  which however consume some phys ica l  

area.

There a lready  e x i s t  e f f i c i e n t ,  l in ea r - t im e  a lgo r i th m s  fo r  te s t in g  

whether a graph i s  p lanar [HT74»] . Yet, to embed a g iv e n  graph in a p lanar 

surface so as to minimize the number of e d g e -c ro s s in g s ,  has proved to be 

another NP-complete problem [GJ 8 3 1 .

VanC1eemput e laborated  a comprehensive study o f  topo log ica l  layout 

methods [V a76 ]. A very conc ise  mathematical fo rm u la t ion  of graph models was 

establ ished and a number o f  a lgo r i thm s ,  dea l in g  with the graph embedding 

problem, were presented. A v a r ie t y  o f  models and embedding a lgo r ithm s has been 

developed, which are able to capture  the p a r t i c u l a r  t o p o lo g ica l  p rop e rt ie s  o f  

d if fe rent techno log ie s  [NJ85|.



The space p a r t i t i o n  method reported in [MM82] [HS82] makes use of 

the dual of a p lanar g raph  concept in a d i f fe re n t  approach to c i r c u i t  em­

bedding. An important p rope rty  of a p lanar graph I s  that i t  has a p lanar dual. 

I f  ce r ta in  cond it ion s  a re  s a t i s f i e d ,  a p lanar o r i g i n a l  graph (POG) w i l l  g e ­

nerate a rectangu lar dual graph (RDG). F igure 3 shows an example o f  th i s  

c o r r e 1 at io n .

*tO

FIG. 3 a) Planar o r ig in a l  graph

c
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b) re c ta n g u la r  dual graph

Rectangular a reas  in the RDG represent nodes in the POG and c o n t ig u i t y  

between rectangles in the RDG represents  c o n n e c t i v i t y  between the co rre spon ­

ding nodes in the POG. The dimensions o f  the r e c ta n g le s  are eva lua ted  as a 

func t ion  of the c o n n e c t i v i t y  between b locks ,  the c e l l  count fo r  each block and 

p a r t i c u la r  techno log ica l  c o n s t r a in t s .  A search fo r  the  s o lu t io n  w ith  minimum 

or near minimum tota l a rea  i s  then performed by means o f  L inea r  Programming
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techniques.

4 .2. Polar g rap h  concept

The idea o f  rep re sen t ing  an arrangement o f  non -over lapp ing  rectang le s  by 

a polar graph had a l re a d y  been app l ied  to the layout o f  in tegrated  c i r c u i t s .  

However, on ly  with the  advent o f  h ie r a r c h ic a l  placement methods, was th i s  

concept f u l l y  exp lored. F igure  4 shows a sequence o f  s tage s  during a top-down 

placement process [La79]  •

FIG. 4 -  P o la r  graphs rep re sen t ing  top-down placement

At each stage, the arrangement of b locks  is  represented by a p a i r  o f  

p lanar ,acyc l  ic  di rected graphs. The graph rep resents  the x-d imension and 

is  denote by dashed l i n e s  whereas the y-d imension  graph G^ is  denoted in f u l l .



There is  a one to one correspondence between the edges o f  and G^. When the

algorithm  s t a r t s ,  the two graphs conta in  one edge each. T h is  p a i r  o f  edges 

represents the i n i t i a l  rec tang le ,  whose d imensions a re  evaluated in terms of 

the total cel 1 area.

The p a r t i t i o n in g  o f  a set  o f  c e l l s  i s  represented by a s p l i t t i n g  of 

the corresponding edge p a i r ,  in to  two new edge p a i r s .  The lengths o f  the new 

edges are adjusted ,  accord ing  to the to ta l  ce l l  area in each subset.

At the f in a l  stage, each edge p a i r  rep re sen ts  the real d imensions of 

a s ing le  c e l l .  Note that u n t i l  now we on ly  have a r e la t i v e  p o s i t i o n in g  o f  the 

ce l l s ,  as represented by the edges in both graphs. To f ind  the actua l c o o rd i ­

nates of the c e l l s ,  a longest  path a lgo r ithm  must s t i l l  be app lied .

T h i s  polar graph rep re sen ta t ion  o f  b locks  has a l s o  been employed by 

bottom-up placement a lgo r i thm s  [ PV79]. The model i s  s im i l a r  to the one a lready  

described, w ith  the d i f fe re n c e  that an edge p a i r  a lways represents  a s in g le  

cell in stead  of e n t i re  b locks.

From the b a s ic  model generated dur ing  the placement phase, a more 

detailed v e r s io n  can be der ived ,  rep resent ing  the p o s i t i o n s  and w id ths  o f  rou­

ting  channe ls  [PG78J [La79 l[H a32 ].

**.3- Symbolic layout

A d i f fe re n t  approach to  the layout problem invo lve s  the input,  by the 

c i r c u i t  d e s igne r ,  o f  a diagram rep re sen t ing  the c i r c u i t  topology [Wi78]. A 

set of programs adjust  t h i s  diagram in order to inc lude  a l l  s i g n i f i c a n t  des ign  

ru les and minimum geometry c o n s t r a in t s .  T h i s  i s  fo l low ed  by the use o f  an 

automatic compaction ro u t ine .



Under th is  semiautomatic approach, more s o p h i s t ic a te d  systems may 

provide the access to a c o l le c t i o n  o f  rou t ine s  to improve the d i f fe re n t  

stages o f  the process [ Hs8l | [LJ81*] [RR851 .

k.k. Conpaction

An inc reas ing  number o f  layout automation systems, dea l ing  w ith  custom 

1C des ign, re ly  on some form o f  compacting layout c o n f ig u ra t io n s  in to  as 

small an area as p o s s i b l e .  Compaction i s  a r e l a t i v e l y  new f i e ld  in CAD [AG70] , 

which i s  ra p id ly  becoming a v i t a l  tool in the des ign  o f  custom 1C layouts.  To 

th is  subject ,  an in t e re s t in g  p a r a l l e l  has been suggested by Cho [Ch85] between 

1C layout and computer programming: " d o in g  layout w ith  compaction i s  l ik e  

programming in h ig h - le v e l  language s. . .  As p ro jects  become more complex and 

compaction improves, do ing  layout w ith  compaction may dominate the custom 

design p rocess,  j u s t  as most programming p ro jects  today are done with h igh -  

- level languages".

Two-dimensional compaction i s  a complex problem, which has proved to be 

yet another NP-complete problem in layout  automation [AH?^] . For that reason, 

most o f  the proposed methods separate  the compaction problem in to  two independent 

processes: the x-compaction, dur ing  which elements can on ly  move h o r i z o n t a l l y  

to the l e f t  and the y-compaction, where elements move s t r i c t l y  v e r t i c a l l y  to 

the bottom.

Several d i f fe re n t  approaches have been proposed fo r  s o lv in g  the compaction 

problem |Ch85]. Here we w i l l  o u t l in e  two main c la s se s  o f  methods, namelly 

constraint graph and compression ridge.

Under the f i r s t  approach, a graph s t ruc tu re  i s  f i r s t  b u i l t  to ind icate  

the re la t iv e  p o s i t io n s  and the minimum d is tance s  requ ired  among the elements. 

S im i la r  to the po la r  graph concept, a c o n s t ra in t  graph may however be made to



represent a r b i t r a r y  r e c t i l i n e a r  areas [HW81»]. The x-compaction i s  performed 

with bas is  on the graph G^ (as def ined  in § I*.2) and the y-compaction i s  

performed ove r  G^, in two independent processes.  In a second phase o f  the 

method, both graphs are so lved  u s ing  a longest path technique.

F ind ing  a s h o r te s t  path in a d irec ted  graph i s  a well-known computer 

science and opera t iona l research problem. Changing from sh o r te s t  path to 

longest path invo lves  o n ly  minor m od if ica t ions  to the chosen a lgo r i thm  [GK85]. 

Working on the graph G^, the minimum required x -d im ens ion  o f  the ch ip  can be 

evaluated as the length o f  the longest path in Gx> The x -coo rd ina te  o f  each 

component must be, at le a s t ,  the length o f  i t s  own longe st  path away from the 

source node. A p a r a l le l  process  eva lua tes  the y -c o o rd in a te s  o f  components.

The b a s ic  c o n s t ra in t  graph approach can be improved in a number o f  

d irec t ion s  [Ch85). In p a r t i c u la r ,  compaction methods are being developed which 

are compatible with h i e r a r c h i c a l l y  designed layouts .  A fu r th e r  m in im izat ion  

of the total chip area might s t i l l  be achieved by r o t a t in g  p a r t i c u l a r  components 

along the c r i t i c a l  path, whenever t h i s  operation  does not re su l t  in a no t iceab le  

increase in the oppos ite  ch ip  dimension. T h i s  approach could requ ire  

several i t e r a t io n s  and repeated longest path e v a lu a t io n s  but appears 

v iab le  by means of network programming techniques.

Compression r idge  methods [AG70] perform compaction by c u t t in g  o f f  

empty spaces. Each x-compaction process  cuts o f f  an equa l-w idth  v e r t i c a l  

segment (not n e c e s sa r i l y  continuous) that forms a complete column.

X-compaction and y-compaction are a lternated  u n t i l  no  complete column o r  

line can be found.

Compaction was o r i g i n a l l y  introduced as a means o f  packing rough 

sketches o r  symbolic  d iagrams to produce 1C layouts .  I t  may however become
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a powerful tool when used as pa r t  o f  a f u l l y  automated layout system. 

Placement and r o u t in g  may then be performed on a la rg e r  v i r t u a l  a rea  and 

subsequently compacted in order to produce the f i n a l  layout [RM83] .

5. A NEW PHILOSOPHY

The i n t r i n s i c  com p lex ity  o f  the placement problem together w ith  the 

d iv e r s i t y  o f  layout environments, has led to the development 

of a va r ie t y  of placement techniques. Depending on the technology in use 

and the choice o f  o b je c t i v e s ,  d i f f e r e n t  approaches have been conside red  

and a number o f  placement concepts has been o r ig in a te d .

The layout o f  in tegrated  c i r c u i t s  motivated the use of h ie r a r c h ic a l  

methods as a means o f  dea ling  w ith  in c re a s in g  c i r c u i t  complexity. However 

th is  approach i s  n o t ,  in our b e l i e f ,  complete ly  exp lored. Few attempts 

have been made to b u i l d  up the h ie r a r c h i c a l  s t ru c tu re  and then to map i t  

into the board s u r fa c e .

In most o f  the top-down placement methods, the h ie ra rchy  i s  defined 

through a sequence o f  p a r t i t i o n s  that l o c a l l y  minimize the number o f  i n t e r ­

connections. As a l r e a d y  pointed ou t ,  t h i s  technique requ ire s  a good i n i t i a l  

so lu t ion  and the in terchange  o f  b lock s  is  con st ra ined  by th e i r  r e l a t i v e  s i ­

zes. Moreover, the i t e r a t i v e  nature o f  the p a r t i t i o n in g  p rocess  i s  not 

a c tua l ly  defined in mathematical terms. B lo ck s  are s u c c e s s i v e ly  interchanged 

as long as some improvement i s  found, but there i s  ne ithe r  a guarantee o f  

the convergence o f  the process nor a l im it  on the number of i t e r a t io n s .

Bottom-up placement methods a l s o  re ly  on a s t a r t i n g  s o lu t io n  fo r  a 

global overview o f  the  c i r c u i t  c o n n e c t iv i t y .  The h ie ra rch y  o f  b lo c k s  i s



46

defined by the user and based on fu n c t io n a l i t y .

We suggest that a more e f f e c t i v e  approach c o n s i s t s  o f  e labo ra t in g  

f i r s t  the e n t i re  c i r c u i t  h ie ra rchy  and then embedding i t  in the board.

We believe that a tree s t ruc tu re  can be b u i l t ,  m ode l l in g  the h ie ra rchy  

of b locks,  in such a way that d e s i r a b le  p rope rt ie s  o f  the f in a l  placement 

are incorporated. Th is  tree s t ru c tu re  can subsequently  be mapped into the 

c i r c u i t  plane in accordance with the p a r t i c u la r  type o f  environment.

A major advantage o f  the proposed approach l i e s  in the fact that 

placement o b je c t iv e s  are included in the bu i ld in g  o f  the s tru c tu re .  In 

p a r t i c u la r ,  a h ie ra rchy  can be e laborated  in terms o f  the c l a s s i c a l  

ob ject ives,  i .e .  minimal to ta l d is tance  and even d i s t r i b u t io n  o f  conne­

ct ions .We assume that e f f i c i e n t  a lgo r i thm s  can be des igned  fo r the b u i l ­

ding o f  such a s t ru c tu re  tak ing  account o f  a chosen se t  o f  topo log ica l  and 

geometric c i r c u i t  p rope rt ie s .

Under t h i s  approach, no i n i t i a l  co n f ig u ra t io n  i s  required  and no i t e ­

ra t iv e  interchange is  performed e i t h e r  during the b u i ld in g  o r  the em­

bedding o f  the tree s t ru c tu re .  Th is  s t ru c tu re  rep re sen ts  the r e la t iv e  

p o s i t io n s  of the b locks on the board, which were def ined  in terms o f  c i r c u i t  

p ropert ie s  and placement o b je c t iv e s .  I t  can on ly  be a l te red  by manual i n ­

tervention  or by geometrical board c o n s t r a in t s .

The h ie ra rc h ic a l  s t ru c tu re  at each level c o n s i s t s  o f  deta iled  i n f o r ­

mation about the elements included in each b lock as well as th e i r  co n n ec t i ­

v i t y .  Th is  in formation may became a va luab le  legacy to a subsequent h i e r a r ­

ch ica l  router.
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In the next paragraph a new placement method, designed in accordance 

with the proposed ph ilo sophy ,  i s  g l o b a l l y  de sc r ib e d .  I t  combines the expe­

dience of a h ie ra rc h ic a l  approach with the g lo b a l  c i r c u i t  overview p r o v i ­

ded by c l a s s i c a l  methods as we 11 as making e x te n s iv e  use o f  graph theo re t ic  

mode I s .

6. PROPOSED METHOD

Consider a phy s ica l  c i r c u i t  (C,N), def ined  by a set  C o f  components 

interconnected by a se t  N o f  nets  and a l s o  a c i r c u i t  board. Th is  system 

may represent any type o f  placement environment such as a re g u la r ly  

structured  PC board or a general ce l l  VLSI ch ip .

The i n i t i a l  phase o f  the placement method proposed c o n s i s t s  o f  

representing  (C,N) by a s u i t a b le  graph model. As d iscu ssed  in Ch. I -  §8, 

a v a r ie t y  of graph th e o re t ic  s t ru c tu re s  p rov ide  a broad range o f  choice 

fo r  the most adequate model. In the implementation o f  the method, the 

c l a s s i c a l  "component-to-node, connec t lon -to -edge "  rep resentat ion  was ado­

pted. I t  i s  a s imple model fo r  the bas ic  to p o lo g ic a l  c i r c u i t  p ropert ie s,  

which a l s o  p rov ide s  a convenient rep re sen ta t ion  fo r  other types of des ign  

requirements. A r t i f i c i a l  w eights  may, at t h i s  s ta ge ,  be imposed on s p e c i ­

f i c  edges in order to re in fo rce  v i t a l  connec t ion s  or to favour a required  

prox im ity  between components.

The graph model a c t s  as a b a s i s  fo r  the b u i l d in g  of a tree s t ru c tu re



represent ing  the c i r c u i t  h ie ra rchy  as suggested in the la s t  paragraph. A 

b inary  h ie ra rchy  was adopted in the implementation o f  the method, in order 

to s im p l i f y  the fo l lo w in g  space d i v i s i o n  phase.

The tree s t ru c tu re  is  therefore  a b inary  tree , ca 1 led a connectivity tree, 

where each lea f  rep resents  a graph node and the roo t  represents the whole 

graph. F igure  5 shows a c o n n ec t iv i t y  tree fo r the sample graph model i n d i ­

cated in Ch. I . § 8.

FIG. 5 -  The co n n e c t iv i t y  tree concept

The way in which graph nodes are assoc ia ted  i s  determined by the 

choice o f  placement ob je c t iv e s  to be optimized. As d is cu s se d  in Ch. I.

§ 10., we assume that minimal to ta l d is tance  balanced by an even d i s t r i ­

bution o f  connections  i s ,  fo r most o f  the cases,  a convenient combination 

of ob je c t ive s.  In the fo l low ing  Chapter we present a study o f  the d e f i ­

n i t i o n  o f  the c o n n e c t iv i t y  tree and a l s o  a tree b u i l d i n g  a lgor ithm  based 

on the op t im iza t ion  o f  such ob je c t iv e s .  Th is  a lg o r i th m  works in a bottom-up



fa sh ion, by s u c c e s s i v e ly  a s s o c ia t in g  p a i r s  o f  nodes. At each tree vertex 

the re su l t in g  coa lescence  o f  nodes, o r  p a i r s  o f  nodes, w i l l  be named a 

knot. Th is  concept i s  intended to dep ict  a group of interconnected nodes, 

with a l l  the internal and external inc ident edges.

At th is  stage, the u ser may be g iven access  to  the tree s t ru c tu re  

generated by the a lg o r i th m  and e ve n tua l ly  a l t e r  the d i s t r i b u t io n  o f  a r t i ­

f i c i a l  weights on the edges o f  the graph model in o rde r  do ob ta in  some 

desired  effect.

In the next phase o f  the method, the c o n n e c t iv i t y  tree i s  mapped in to  

a given board area. S p e c i f i c  c h a r a c t e r i s t i c s  o f  the p a r t i c u la r  type o f  e n ­

vironment must now be taken in to  account. T h i s  problem i s  d iscu s sed  in 

Chapter IV of th i s  work, where two a lgo r i th m s  are proposed, one fo r  regu­

la r l y  structured  boards w ith  f ixed  s l o t  p o s i t i o n s  and the other f o r  the gene­

ral case of a continuous p lane.

The mapping process i s  c o n s id e ra b ly  s im p le r  fo r  the f i r s t  type o f  

board. In the general ca se ,  an intermediate stage i s  required in o rder to 

evaluate the expected ro u t in g  area. S ince  the c o n n e c t iv i t y  tree i s  b u i l t  in 

a bottom-up order, t h i s  stage may however be a s so c ia te d  with the tree  b u i l ­

ding phase, in a s im i l a r  manner to the one d is c u s se d  in § 3-2 o f  the pre ­

sent Chapter. Each tree  ve rtex  w i l l  the refore  contain an e s t im at ion  of 

the corresponding la yout  area in c lu d in g  the in te rconnect space. The tree 

root w i l l  provide in fo rm at ion  about the expected to ta l  layout area o f  the 

assembly.

To embed a g iven h ie r a r c h i c a l  s t ru c tu re  in a p lanar  surface i s  e ssen ­

t i a l l y  a space p a r t i t i o n in g  p rocess .  In the s imple  case  o f  a b ina ry  tree

*9
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struc tu re  th i s  p rocess  i s ,  at  each step ,  reduced to the su b d iv i s io n  o f  

a rectangle  into two re c tang le s  of s p e c i f ie d  a reas.  F igure  6 desc r ibe s  a 

sequence o f  stages in the embedding of the sample co n n e c t iv i t y  tree de ­

picted in F ig .  5-

FIG. 6 -  The space p a r t i t i o n  phase

Each one of the b a s ic  c i r c u i t  components i s  now a l lo ca te d  to the cen­

tre po int  o f  a s in g u la r  re c tang le .  Local adjustments, o f  each component 

within i t s  rec tangu la r  domain, may s t i l l  be performed in o rder to enhance 

the r o u t a b i l i t y  o f  the placement s o lu t io n .
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7. SCOPE AND RESTRICTIONS

A new placement method has been proposed as a rep re sen ta t ive  o f  a f u l l y  

h ie ra rch ica l  placement ph ilo sophy.  In the present paragraph we in ve s t ig a te  

the co r re la t io n  o f  an approach with o ther s tage s  o f  the layout process 

and point out the main d i f f i c u l t i e s  encountered in the implementation of 

the method.

The proposed placement approach i s  compatible w ith  a wide range of 

layout environments. A c o l le c t i o n  o f  a lgo r i thm s  w i l l  map the c o n n ec t iv i t y  

tree into d i f fe re n t  board geom etr ie s .Th is  fa c t  enables  the use o f  the 

method at va r io u s  layout le v e l s  o f  the system h ie ra rc h y  d iscussed  in Ch.

I. § 5- The c o n n ec t iv i t y  tree of a g iven  c i r c u i t  then becomes a branch o f  

the tree s t ruc tu re  rep resent ing  the whole phy s ica l  h ie ra rchy  of the s y s ­

tem. Under t h i s  pe r spec t ive ,  we b e l ie ve  i t  i s  v i a b le  to apply s im i la r  

a lgorithms to the one used fo r  the b u i ld in g  o f  the co n n e c t iv i t y  tree to 

other aspects of the layout problem. The p a r t i t i o n in g  o f  the c i r c u i t  into  

several boards so as to minimize interboard  connec t ions  and the grouping 

of gates in to  components w ith  minimal intermodule connections,  are two 

1 ike ly  candidates.

Subsequent to the placement o f  a PC board, the step  of gate assignment 

is  e s s e n t i a l l y  a placement at  the component le ve l .  W i r e - l i s t  determina­

tion  and p in assignment can be performed in terms o f  the placement s o lu ­

t ion.

The co n n ec t iv i t y  tree a l s o  p rov ide s  va luab le  information to be used 

during the rout ing  phase. We suggest  that the sequence in which the w ires 

are processed, could be def ined  in terms o f  a bottom-up tree o rder ing .

Since one major o b je c t iv e  in the b u i ld in g  o f  the co n n e c t iv i t y  tree is
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minima) total d is t a n c e ,  components a s soc ia ted  at the lower le v e l s  and 

therefore going to be placed together, are a l s o  the  most s t r o n g ly  i n t e r ­

connected ones. A number o f  h ie ra rc h ic a l  rout ing  methods has been proposed 

[LS8o] [BP8 3 | [ RMS3| , where a bottom-up scheme d e f in e s  " s a tu ra te d

zones" on the board that are s u c c e s s iv e ly  p rocessed  in a s h o r t e s t - f i r s t  

order. Our approach can be made compatible with such  a rou t in g  scheme 

i f  " sa tu ra ted  zone s "  are id e n t i f ie d  with the board a reas  def ined  by the 

space p a r t i t io n  phase.

With respect to  the implementation o f  the proposed placement 

method, the main d i f f i c u l t i e s  concern the space p a r t i t i o n i n g  phase. These 

d i f f i c u l t i e s  are o r i g in a t e d  by two major fa c to r s :  s p e c i f i c  des ign  re q u i ­

rements and a h igh  d e n s i t y  o f  components.

Examples o f  d e s ig n  requirements are the lo c a t io n  o f  edge connec to rs ,  

the preplacement o f  components or b locks  and the e x i s t e n c e  o f  p re fe re n t ia l  

and forbidden board a rea s.  The space p a r t i t i o n  a lg o r i th m s  are compatib le  

with a l im ited  number o f  preplaced elements because these w i l l  act  as 

f ixed  po in ts  in the mapping o f  the tree s t ru c tu re .  However, the e x is te n ce  

o f  a large number o f  p re con d it ion s  tends to c o n f l i c t  w ith  the e s t a b l i s h e d  

placement ob je c t !ve s .  Design requirements w i l l  then be s a t i s f i e d  to  the 

detriment o f  the s t r u c tu re  def ined  by the c o n n e c t i v i t y  tree.

At the end o f  the tree b u i ld in g  phase, we have an estimate o f  the mi­

nimum tota l area requ ired  fo r  the placement o f  the c i r c u i t .  In most ca se s,  

the a va i la b le  board a rea  is  la rg e r  than the requ ired  minimum and the 

mapping a lgo r ithm  w i l l  d i s t r i b u t e  components u n i fo rm ly  on the board s u r -
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face. Tree-embedding a lgo r i th m s  are designed in such a way that the area 

a ttr ibuted  to each b lo c k  is  p roport iona  1 to the tota 1 a rea  of the components 

i t  contains. The a re a  occupied by components, and consequently  the 

empty spaces, w i l l  then  be evenly  d i s t r i b u t e d  over the a va i la b le  space.

In the case of v e r y  dense boards t h i s  p r o p o r t io n a l i t y  is  d i f f i c u l t  

to achieve, in p a r t i c u l a r  when elements o f  very d i s s im i l a r  s i z e  are 

involved.

The binary top-down approach to space p a r t i t io n  adopted here may a l s o  

cause f i t t i n g  d i f f i c u l t i e s  at the lower le v e l s ,  in the cases o f  a high 

component densi ty. S i n e e  the implemented ve r s io n  of the method d id  not 

include any se le c t io n  o f  component o r ie n t a t io n ,  th i s  problem had to 

be solved by manual in te rv e n t io n .  However, i t  appears fe a s ib le  to con­

s ide r  a more e labo ra te  ve r s ion  o f  the method, where the best r e la t iv e  

o r ien ta t ion  of two c o a le s c in g  components i s  determined during the tree 

bu i ld in g  phase.

A more general s o l u t i o n  to the d i f f i c u l t i e s  caused by very dense 

boards, in p a r t i c u la r  when a minimum to ta l  area is  requ ired,  would com­

p r i se  two stages. The c i r c u i t  layout on a v i r t u a l  area, estimated as s u f f i ­

c ient fo r  placement o b je c t i v e s  to be accomplished, fo llowed by the use o f  

an automatic compaction rout ine .

8 . ABSTRACT OF THE FOLLOWING CHAPTERS

In  the fo l low ing  two Chapters the placement method proposed wi l l  

be studied in d e ta i l .  Chapter I I I  comprises a d i s c u s s io n ,  in mathematical
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terms, o f  the d e f i n i t i o n  and b u i l d in g  o f  the co n n e c t iv i t y  tree. The tree- 

-mapping process is  descr ibed in Chapter IV. Two a lgo r i thm s  are presented, 

one fo r re g u la r ly  s t ruc tu red  boards and the other fo r  the general case o f  a 

continuous p lane, both tak ing in to  account the problems ra ised  in the la s t  

paragraph. In Chapter V we r e p o r t a  summary o f  the re s u l t s  o f  the implemen­

tation o f  the proposed placement method.

i

i



GRAPHS, P A R T IT IO N IN G  AND TREES

CHAPTER III

1. INTRODUCTION

As seen at the end o f  the la s t  Chapter, a concept fundamental to t h i s  

work is  a b ina ry  tree rep re sen t ing  the co n n e c t iv i t y  s t ru c tu re  o f  a given 

c i r c u i t .

In t h i s  Chapter we d i s c u s s  the d e f i n i t i o n  and b u i l d in g  of the conne­

c t i v i t y  tree. S t a r t in g  w ith  some graph theo re t ic  concepts ,  we ana lyse  the 

p a r t i t i o n in g  problem and i t s  r e la t io n s h ip  with placement. T ree -ob ject ive s  

are e s ta b l ish e d  and a t r e e -b u i ld in g  a lgo r ithm  is  presented.
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2. NOTATION AND CONCEPTS

A graph i s  a sy stem  c o n s i s t i n g  o f  a f i n i t e  non-empty set {x.|  i = l , 2 , . . .  ,n) 

of nodes and a fam ily  o f  unordered p a i r s  o f  d i s t i n c t  nodes (x.,x^.) c a l le d  

edges. The node set o f  a graph G w i l l  be denoted by W(G) and the edge set

by E(G).

With a ll  p a i r s  o f  nodes ( x . , X j )  a real fu n c t ion  c ( x . , x j  c a l l e d  

weight i s  a s soc ia ted ,  such that:

a)  V x . , X j  € N(G) : c ( x . , X j )  >0.

b) c ( x . ,X j )  > 0 i f  and on ly  i f  ( x . ,X j )  £ E (G) i . e .  s t r i c l y  p o s i t i v e

when there i s  an edge between x. and x . .  Note that c ( x . , x . )  = 0 
J i j i i

fo r  a l l  x. .

c) c ( x . ,x j ) = c ( x j  , x . ) .

Given a graph G, a knot A is  a subset o f  G c o n s i s t i n g  of a se t  o f  no­

des W (A)cN(G) and a l l  edges in c ide n t  to them, w ith  the i n i t i a l  w e igh t s .  

Considering  the graph shown in f i g u r e  7, A i s  the knot b u i l t  upon the no­

des Xj, x^ and x^.

FIG. 7 * The concept of knot

A



Edges between nodes in A are c a l l e d  internal to A and not represen­

ted in the diagram. Simi 1 a r I y , the edges connecting nodes in A to the outs ide  

are sa id  to be external to knot A. In the s im p le st  case, a knot may c o n s i s t  

of a s in g le  node x. £ N(G) with a l l  edges in c iden t  to i t .

We w i l l  now def ine  the operat ion  coalescence (o) between a p a ir  (A ,8) 

of knots with d i s j o in t  s e t s  o f  nodes, I.e .  W(A) fl N(B) = $, as

o : (A ,B) «  A o  B

The re su l t  A o B  i s  a new knot such that 

N (Ao  B) = W(A) U N(B)

and E(A o B) = E(A) U E (B) , as i l l u s t r a t e d  in f ig u re  8.

FIG. 8 -  Coalescence between knots
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The fo l low ing  concepts are made to introduce a measure of the edges 

in a knot, both the internal and the externa l ones.

Let us cons ide r the d e f in i t i o n  of degree 6(x) o f  a node x £ W(G):

6(x) = \ c ( x , x . )  = \ c ( x , x . )
x. x. / x

i i

s in c e  c (x ,x )  = 0.

S im i la r l y  the degree o f  a knot A w i l l  be the sum of  weights fo r  a l l  

external edges, i . e .

6(A) = l  l  c ( x . , x  ) .
x. £ A x.  I  A J

' J

Between two knots A and B with d i s j o i n t  se ts  o f  nodes, we determine 

the ir  interconnectivity y (A ,B) as

ÿ (A, B) = l  l  c (x .  ,x )
x .€  A x . £ B J

and may therefore  eva luate  the r e s u l t in g  degree o f  two coa lescent knots 

6(A o B) = 6(A) + 6(B) - 2 V (A.B) •

Cons ide r ing  now the in te rna l edges in a knot, we def ine  intraconnecti­

vity 4>(A) of a knot A as the sum o f  weights  o f  a l l  in te rna l edges, i .e .

♦  (A) = 4  l  l  c ( x  ,x ) .
L x. € A x.  £ A 1

' J

Note the c o e f f i c ie n t  1/2 is  present because each edge would otherw ise  be 

counted twice.

In the t r i v i a l  case o f  a knot c o n s i s t i n g  o f  a s i n g l e  node x, there are

no interna l edges and $(>t) = 0; as to a coalescence A o B we determine:

jPHN RYLAfH
u n iv e r s it y

lierai
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(A o B) = 4>(A) + M B )  + y (A ,B) .

For the tota l measure o f  both in terna l and e x te rna l  edges in a knot 

A we define connectivity ° (A ) :

o(A) = 6(A) + 2 <¡>(A).

In the case of a s i n g l e  node x, co n n ec t iv i t y  i s  the same as degree,

i .e.

o(x) = 6(x)

and for two coa lescent knots

o(A o B) = 6(A o B) + 2 ij>(A o B) =

= 6(A) + 6(B) - 2 y(A,B) + 2 $ (A)  + 2 $ (8) + 2 ¥(A,B) =

= o(A) + o(B)

which makes co n n ec t iv i t y  a d d i t i v e  w ith  respect to knot  coa lescence. There ­

fore we may compute the c o n n e c t iv i t y  o f  a knot A in  terms o f  the degrees 

of i t s  nodes

°(A) = l  o (x . )  = l  6( x . ) .
x. € A x . € A '

i i

Regarding the whole graph  G as a knot without ex te rna l  edges, i.e .  

á(G) = 0, we have

o (g) = 6(g ) + 2 M g ) = 2 M g )

and thus

2M G ) = £ 6(x.)
x. € G 1

I
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which i s  E u l e r ' s  f i r s t  theorem of  graph theory .

Let n(A) be the number o f  s in g le  nodes in a knot A; we determine 

ratio of connectivity p(A) as the quot ient

P (A)
o(A)
ittar  •

Note that the r a t i o  o f  c o n n ec t iv i t y  of the whole graph G is
n

>(G) =
o(G)
n(G)

i= l 5 ( * i >

i.e. the average degree o f  i t s  nodes.

3. THE PARTITIONING PROBLEM

A tree can be de f ined  as a connected (eve ry  pa ir  o f  nodes are jo ined  

by a path) graph, w ith  no c yc le s  (c lo sed  p a th s ) .  In p a r t i c u l a r ,  a b inary  

tree is  cha racte r ised  by a root of degree 2 and leaves o f  degree 1 whereas 

a l l  other nodes are o f  degree 3. In t h i s  work nodes o f  t rees  w i l l  be 

ca lled  vertices, in o rd e r  to be d i s t in g u i s h e d  from nodes o f  the I n i t i a l  

graph.

We g iv e  the name connectivity tree to a b in a ry  tree rep re sen t ing  the 

sequence in which coa le scences  o f  knots  in a g iv en  graph are  made. Each 

leaf represents a s i n g l e  node and a l l  other v e r t i c e s  the r e s u l t  o f  two coa- 

lescent knots,  the root thus con ta in ing  the whole graph.

F igure  9 shows an example o f  c o n n e c t iv i t y  tree and I t s  o r i g i n a l  graph.
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i

FIG. 9 - A connect 11 i v i t y  tree

Our aim is  to  f ind  a spe c ia l  sequence o f  c o a 1e scence s , that i s ,  to 

bu i ld  a tree s a t i s f y i n g  c e r t a in  p redefined p ro p e r t ie s .  We could, fo r  i n s ­

tance, intend to maximize the i n te rc o n n e c t iv i t y  at  a l l  coa lescences made 

or, which is  the same, minimize the degrees o f  a l l  s u cce s s iv e  knots.

T h is  i s ,  in some sense, a bottom-up approach to the Graph P a r t i t i o ­

ning Problem, which can be s ta ted  as: g iven a graph G with c o s t s  (weights) 

on i t s  edges, p a r t i t i o n  the nodes of G into sub se ts  no la rg e r  than a 

given maximum s ize , so as to minimize the to ta l  c o s t  (sum of  weights)  o f  

a l l  edges cut. Other fo rm u la t ion s  of the problem take d i f fe re n t  s p e c i f i ­

cat ions  in to  account such a s ,  fo r  instance, the number o f  permitted subse ts .  

By t r a ve r s in g  the tree top-down, each vertex may be regarded as a p a r t i t i o n .

Graph p a r t i t i o n in g  i s  a NP-complete problem, which has been stud ied  

under several forms and in f i e l d s  ranging from Com binator ia l  A n a ly s i s  to 

L inear Programming. Due to i t s  combinator ia l complex ity,  a s t r i c t l y  exhaust i  

procedure to f ind  a p a r t i c u l a r  s o lu t io n  I s  complete ly  in fe a s ib le .  To see
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t h i s  let us count, in our case, the number of c o n n ec t iv i t y  t rees  generated 

by a graph with £  nodes. Let that number be denoted by x^.

Since coalescence i s  a commutative opera t ion ,  there is  o n ly  one tree 

fo r a graph with 2 nodes:

T
2

1

i . e . ,  there is  on ly  one tree with two leaves.

Assuming we know xn le t us now evaluate  how many trees there are with 

n+1 leaves. I t  i s  known that a b inary tree with n leaves has a total of 

2n-l ve r t ice s  (n leaves p lu s  n-1 internal v e r t i c e s ) .  The (n+ ]) th  leaf can 

be coalescent to any o f  them thus, for each tree w i t h £  leaves there are 

2n-l trees with n+1 leaves, i .e .

T
n+1 (2 n - 1 ) x . 

n

S im i la r l y

x = (2 n-3) t .n n-1

= (2 n-3) (2 n-5) x ,
n-z

= (2 n-3) (2 n-5) ...  x2 

= (2 n-3) (2 n-5) ...  5. 3. I

n -1
= n (2 i-l)  

i-l
(2 n - 2) ! 

2n _ l ( n - 1) !

Note that t h i s  exp re ss ion  has a growth rate o f  a f a c to r ia l  times a 

power of 2 , producing very la rge  numbers fo r  r e l a t i v e l y  low va lues  o f  ji,

x, 0 = 3 ' t ' t 59 ' »2 5  ( 5 : 3 *  107).

e.g.



Because i t  seems l i k e l y  that any d irec t  approach to f ind  an optimal 

so lu t ion  w i l l  requ ire  an inordinate  amount of computat ions,  h e u r i s t i c  

methods are u s u a l ly  considered. They can produce good so lu t io n s  ( p o s s ib l y  

even an optimal s o lu t io n )  and at the same time be s u f f i c i e n t l y  fa s t  to be 

pract i c a I .

63

4. A LOOK AT PREVIOUS WORK ON PARTITIONING GRAPHS

The physica l  problem of d iv id in g  a c i r c u i t  i n t o  two or more b locks  

with a minimum number o f  interconnecting  w ires i s  t y p i c a l l y  a p a r t i t i o n  

in the mathematical sense. However, the e x p l i c i t  p a r t i t i o n in g  o f  graphs 

to enhance the performance of placement a lg o r i th m s  has received l i t t l e  

attent i o n . Usua 11 y p a r t i  t ion ing  i s on 1 y considered a s  an interchange impro­

vement process over an i n i t i a l  placement. Th is  in c lu d e s  the m in-cut 

methods [ B r77] [Co79] [La79] a l l  based on Kern ighan  and L i n ' s  procedure 

[KL70] [SK72] adapted to obey p a r t i c u la r  c o n s t r a i n t s .

B a s i c a l l y  the p a i rw ise  interchange s t ra tegy  i s  as  fo l low s:  "An element 

in A which is  more s t r o n g ly  connected to elements in  B than in A i s  c on s i ­

dered a good candidate  fo r  a move to B. S im i l a r l y ,  elements in B are inspected 

for A candidates.  The candidates from A and B are p a ire d  and the (h o p e fu l ly  

p o s i t iv e )  improvement from a s imultaneous exchange i s  ca lcu la ted  fo r  each 

pa ir ;  then the best p a i r  i s  exchanged and the a lg o r i th m  repeats u n t i l  no 

further improvement can be found".

Kernighan and L i n ' s  approach i s  to f ind ,  not j u s t  s in g le  p a i r s  o f  e l e ­

ments to exchange, but e n t i re  groups o f  equal s i z e .  Therefore, even i f



the exchanging o f  su b se t s  r e s u l t s  In a l o s s ,  the exchange o f  whole groups 

may s t i l l  g ive  a p r o f i t .  Th is  i s  a more powerful approach but i t  s t i l l  

requires an i n i t i a l  placement and there i s  no way to te l l  how many i t e r a ­

t ions  w i l l  be performed, each o f  them a p a r t i t i o n  problem on i t s  own. 

Besides, the order o f  the p a r t i t i o n s ,  t h e i r  d i r e c t io n  and p o s i t i o n  can 

a l l  influence placement op t im iza t ion .  The order o f  p a r t i t i o n in g  needs 

careful se lec t ion  s in c e ,  fo r  each element, the number of cho ice s  decreases 

with the con t in u a t ion  o f  the p rocess .

Another p a r t i t i o n in g  method i s  the Ford and Fu lkerson  Max Flow - 

- Min Cut a lgo r ithm  fo r  networks [FF62]. The main d i f f i c u l t y  in i t s  use on 

the placement problem is  that,  on f in d in g  m in im a l-co s t  cuts  i t  i s o la t e s  

nodes with only one low weight edge. As d is cu s se d  in the next paragraph, 

a connec t iv ity  tree whose branches are too unbalanced in s iz e  should  be 

avoided s ince  it  genera tes  space f i t t i n g  s i t u a t i o n s .  Ford and F u lk e r so n 1s 

procedure makes no p r o v i s i o n  fo r  c o n s t r a in in g  the s i z e s  o f  the re su l ta n t  

subsets,  and there seems to be no obv ious  way to extend i t  to include 

th is .

C lu s te r ing  methods [LL69] are o f  a much more i n t u i t i v e  nature on " id e n ­

t i f y in g  natural c l u s t e r s "  o f  nodes which a re  s t r o n g ly  connected in some 

sense. However, p r o v i s i o n  is  not made fo r  elements not o b v io u s ly  belonging 

to any set.

In our op in ion ,  merging (bottom-up) p rocesse s  seem a better approach 

to the p a r t i t io n in g  problem than the s p l i t t i n g  (top-down) ones. The main 

reason i s  a co n s id e rab le  reduction  in the p rob lem 's  complexity  s in c e ,  

each level comprises on ly  the se le c t io n  o f  a few elements to be merged. 

A lso ,  each re s u l t in g  co st  can be computed in a time independent o f  the
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total number of elements.

Important th e o re t ica l  work was done by Luce io and Sami [LS69] g i v in g  some 

usefu l h e u r i s t i c  ideas which can be e xp lo ited  to g ive  good merging s o lu t io n s .  

Given a graph, a group A o f  nodes i s  def ined  as minimal when, fo r  any proper 

subset A c A  where A ¡¿if, ¿ (A )  > 6(A). The main theorem o f  th i s  paper e s t a b l i s ­

hes an in te re s t in g  p roperty,  namely, that minimal groups cannot p a r t i a l l y  

overlap, i .e. , e i ther

A u B  or B 3  A o r  A fl B -

A procedure based on t h i s  property i s  then ou t l in ed  fo r  determining a l l  the 

minimal groups in a g iven  graph.

5. ESTABLISHING OBJECTIVES

The concept o f  a connecti vi ty  t r e e , being the to p o lo g ica l  rep resenta­

tion  o f  a given network shou ld ,  in i t s  s t r u c tu re ,  approach the ob ject ive  

funct ions  a lready e s ta b l i s h e d  fo r  the placement problem. In the present 

paragraph, those o b je c t iv e s  are t r a n s fe r re d  to d e f in in g  an optimal connecti­

v i t y  tree.

5.1. Minimal total distance

The bas ic  aim i s  to keep together components (or groups o f  components) 

which have s t ronge st  i n te r c o n n e c t iv i t y . The operat ion  coalescence re su l t s  

in the shorten ing o f  a d is tance  between knots  A and B. I f  most o f  the 

external edges in A go to B and conve rse ly ,  then they shou ld  be coalesced.

k



The re su l t in g  A o B  w i l l  have lower degree than e i th e r  A or B.

Th is  c l o s e ly  resembles Lucc io  and Sam i 's  concept of minimal group. 

T ran s la t ing  to our own no ta t ion ,  we say a coalescence i s  minimal when

6(A o B) < min { ¿ ( A ) , 6( B ) }.

In that case, s ince

6(A o B) = 6(A) + 6(B) - 2 V(A,B) < 6(A)

we have 6(B) < 2 Y (A ,B) and s im i l a r l y  6(A) < 2  Y (A ,B) . Mean i ng that a m in i ­

mal coalescence can on ly  occur when

V(A,B) > max (1/2 6( A ) , 1/2 6(B ))

i .e . ,  most of the external edges in both A and B are in te rconnect ions.

T h is  i s ,  o f  course, the ideal s i t u a t io n ,  not usual in p ra c t ice .  Yet, 

an e f f i c i e n t  procedure fo r  b u i l d in g  a co n n ec t iv i t y  tree should  be able to 

perform a l l  e x i s t i n g  minimal coa le scences.  Lucc io  and S a m i 's  main theorem 

guarantees that each knot w i l l  at most have one p o s s ib le  minimal coalescence, 

which i s  e a s i l y  inferred from the c o n d i t io n  above.

Extending the concept to  the whole tree we def ine  an opti mal connec t iv i t y  

tree, in the sense o f  a f in a l  placement with minimal to ta l d is t an c e ,  as 

the one where a l l  coa lescences are  minimal, and therefore  the degrees of 

the ve r t ice s  decrease upwards from leaves to root. F igure  10 shows an optimal 

m in -d ist  tree, w ith  the degrees a t  the ve r t ice s .

6 6
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FIG. 10 - Optimal m in -d ist  tree

5.2. Even d i s t r i b u t io n  o f  wires

Another important measure o f  a good placement i s  the even d i s t r i b u t i o n  

of wires ac ro ss  the board surface. In graph terms, the ob je c t iv e  is  to 

make the number o f  edges p roportiona l to the number o f  nodes at each knot, 

i.e .  a constant r a t io  o f  connec t iv ity

P (A)
g (a )

fo r  every knot A. At the next phase of the a lg o r i th m  real components s i z e s  

w i l l  be taken into account and the p ro p o r t io n a l i t y  extended to a rea s  on 

the board.

In the sense o f  a constant r a t io  of c o n n e c t i v i t y ,  an optimal coa lescence 

A o B  is  the one where

p(A) = p ( B ) .
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Note that, in th i s  case

o(A)
n(A)

o(B)
n(B)

i s  a l s o  equal to

o(A) + g(B) 
n ( A) + n(B)

o(A o B) 
n(A o B)

= p (A o B)

i.e. the re su l t in g  knot s t i l l  has the same ra t io .

An optimal c o n n e c t iv i t y  tree in the sense o f  even d i s t r i b u t io n  i s  

therefore the one where e ve ry  coa lescence i s  optimal and the r a t io  o f  

connectiv ity  constant f o r  a l l  v e r t i c e s .  A l so ,  s in c e  the r a t io  at the root 

is the average degree o f  a l l  nodes

1 n
p (root) -  —  l  6( x .) ,

¡«1

the ra t io  at each ve rtex  should  be t h i s  value, o r  at lea st  approach i t .  

F ig. 11 shows a tree where the r a t io  i s  constant fo r  a l l  non-term ina l 

verti  ces.

A

FIG. I I Optimal e v e n - d i s t r i b u t i o n  tree

A
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I t  i s  a l s o  d e s i r a b le  that the tree should not be too unbalanced.

There are good p ra c t ic a l  reasons f o r  that.

The f i r s t  one is  that the next procedure i s  a tree  t r a v e r s a l ,  and 

the corresponding complex ity  can increase  from 0(n l o g 2 n) to 0(n ) in the 

case of an extremely unbalanced one.

On the other hand, a large d isp ro p o r t io n  in the s i z e s  o f  two co a le sc in g  

knots, w i l l  be transm itted  to the areas o f  the two rectang le s  to which they 

are going to be mapped. The sm a l le r  knot would be made to f i t  a long thin 

s t r ip  therefore  in c re a s in g  the d is tan c e  between i t s  elements. The extreme 

s itua t ion  o f  an i s o la t e d  component would leave a long empty wasted area at  

i t s  s i d e .

For these reasons i t  would be convenient to b u i ld  a completely symme­

tr ica l  c o n n ec t iv i t y  tree,  where at each vertex

n(A) = n (B ) .

I t  i s  in te re s t in g  to note that t h i s  p roperty  can a l s o  a f fe c t  the u n i ­

formity o f  the co n n e c t iv i t y  r a t io .  S ince  in t h i s  case

p(A o B) = ---------p(A) *  p(B).

then, the re su l t in g  r a t io  is  the mean o f  the r a t io s  o f  the coa le sc in g  

knots.

5-3 - B alancing  the tre e
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Three ob je c t ive s  have been e s ta b l i s h e d  fo r  d e f in in g  a connec t iv i t y  

tree leading to an optimal placement, ye t,  fo r  each o f  them, the optimal 

s o lu t io n  does not always e x i s t  and even a search fo r  the best s o lu t io n  is  

by i t s e l f  a complex combinator ia I problem.

Moreover the three o b je c t iv e s  are d i f f i c u l t  to combine and are, in 

some cases,  incompatible. For instance, a b ina ry  tree b u i l t  s t r i c t l y  on 

m in -d is t  i s ,  as observed in p ra c t ice ,  a very asymmetric one, s in ce  the 

low degree components tend to appear i so la ted  a t  the upper branches.

Minimal to ta l d is tance  can a l s o  c o n f l i c t  w ith  the constancy of conne­

c t i v i t y  ra t io .  Cons ider the s i t u a t io n  on f i g u r e  12: f i g .  12.a) shows the 

o r ig in a l  graph, f i g .  12 . b) the tree b u i l t  s o l e l y  on m in -d is t  and f i g .  12 .c) 

the tree aiming fo r  a constant ra t io .  The degrees o f  the ve r t ice s  are denoted in 

O  and the r a t io s  in D .

5 .1*. Conclud ing remarks

FIG. 12 - C onnect iv i ty  trees o f  graph a ) ,  b u i l t  on b) m in -d is t  and 

c) even d i s t r i b u t io n .

■



Three o b je c t iv e s  have been e s tab l ish e d  fo r  d e f i n in g  a c o n n ec t iv i t y  

tree leading to an optimal placement, yet, fo r  each o f  them, the optimal 

so lu t ion  does not always e x i s t  and even a search fo r  the best s o lu t io n  is  

by i t s e l f  a comp I ex combinator ia I problem.

Moreover the three ob je c t ive s  are d i f f i c u l t  to combine and are , in 

some cases,  incompatib le. For instance, a b ina ry  t ree  b u i l t  s t r i c t l y  on 

m in -d is t  i s ,  as observed in p rac t ice ,  a very asymmetric one, s in ce  the 

low degree components tend to appear iso la ted  at the upper branches.

Minimal to ta l  d is tance  can a l s o  c o n f l i c t  w ith  the constancy o f  conne­

c t i v i t y  r a t io .  Cons ider the s i t u a t io n  on f i g u r e  12: f i g .  12.a) shows the 

o r i g in a l  graph, f i g .  12 .b) the tree b u i l t  s o l e l y  on m in -d i s t  and f i g .  1 2 .c) 

the tree a iming f o r  a constant ra t io .  The degrees o f  the ve r t ic e s  are denoted in 

O  and the r a t i o s  in I I.

5 . A . C on clud in g  remarks

B C A c

FIG. 12 - C on n e c t iv i t y  trees o f  graph a ) ,  b u i l t  on b) m in -d is t  and 

c) even d i s t r i b u t io n .
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In a c o n f l i c t  s i t u a t io n  l i k e  t h i s  one the second s o lu t io n  should  be 

chosen, favouring a f i n a l  placement w ith  even d i s t r i b u t i o n  o f  w ire s  to  a 

minimal total d istance  one, as d is cu s se d  in Chapter I.

6 . TREE BUILDING ALGORITHM

The remarks in the p rev ious  paragraph are ,  in a th e o re t ica l  sense, a 

summary of the main d i f f i c u l t i e s  in the placement problem. Hard, and some­

times contrad icto ry  ob je c t iv e s  are contemplated.

The tree b u i ld in g  procedure presented here t r i e s  to  meet the three 

object ives  as c lo se ly  as p o s s ib le ,  w h ile  being competit ive  in terms o f  

running time and memory space. A merging (bottom-up) approach was fo llowed  

as the s impler and more economical s o lu t io n .

Let us reca ll  the three ob je c t iv e s :

0  ̂ —  Minimal to ta l d is tance  ( 6(A o B) <m in  { 6(A), 6(B ) } )

0^ —  Even d i s t r i b u t io n  of edges (p(A) = p (B ))

—  A symmetrical tree (n(A) = n (B ))

The a lgorithm  s t a r t s  by t re a t in g  a l l  nodes as knots and s u c c e s s i v e ly  

coa lesc ing  s t r a t e g i c a l l y  chosen p a i r s  o f  knots,  u n t i l  there is  on ly  one le f t  

(root of the tree).

At each step, a knot S i s  se lec ted ,  which then determines the cho ice  

of C to be coalesced to. T h is  cho ice  o f  C i s  based on the in te r c o n n e c t iv i t y  

f(S ,C )  and aims fo r  0 j .  The s e le c t io n  o f  S i s  intended to balance the tree  

both in s iz e  and ra t io .
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6.1. The s e le c t io n  o f  S

The way knot S i s  se lected at each step  i s  e s se n t ia l  to o b je c t iv e s  

02 and Oj, to produce a tree balanced in terms of s i z e  as well as  conne­

c t i v i t y  ra t io .

The element go ing  to lose i t s  i n d i v i d u a l i t y  is  b a s i c a l l y  the 

smallest (S) in s i z e , i  .e. the one wi th the le a s t  number o f  nodes. By su cce s ­

s iv e ly  coa le sc in g  the sm a llest  knot we ob ta in  a more " f a n n e d - o u t " , i.e .  

symmetrical tree.

However, e s p e c i a l l y  at the f i r s t  s teps  working on i so la te d  nodes, a 

s e le c t io n  based on ly  on s iz e  is  s t i l l  undetermined, le a v in g  p le n ty  o f  

scope fo r  a secondary order to be introduced. From the equ a l ly  sm a l le s t  

knots, the a lgo r ithm  takes the one with lowest degree. The e f f e c t  i s  s im i ­

lar to the former one: low degree elements coa le sce  f i r s t  s in c e  they have 

less  cho ice .  They w i l l  tend to d i s t r i b u t e  even ly  around the h igh  degree 

ones. Experience showed that otherw ise  they remain i so la te d  t i l l  the upper 

tree v e r t i c e s .

6 .2.  The cho ice  o f  C

T h is  is  mainly  a search fo r  a minimal coa lescence  w ith  knot S. The 

a lgorithm  looks fo r  the " c l o s e s t "  (C) element to S in o rder to minimize 

the ir  d is tance .

P r im a r i l y  C i s  the most connected knot to  S, i . e .  V (S,C) i s  maximal. 

Again, t h i s  cho ice  i s  s t i l l ,  in general not u n ique ly  determined. Let Cl 

and C2 be two e qua l ly  connected elements to S. Then

» ( S .C I )  = Y (S ,C 2 ) ,



let us a l s o  assume that 6(C 1 ) < 6(C2 ) and eva lua te  the degrees o f  the two 

poss ib le  coa lescences

6(S o C l)  = 5 (S) + 6(C1) -  2 f ( S , C l )

and

6(S o C2) = 6(S) + 6(C2) - 2 V (S ,C2).

Therefore 6(S o C l)  < 6(S o C2) and s ince  there  i s  no more than one 

minimal coa lescence to S, i f  i t  e x i s t s ,  i t  must be the one with the lowest 

re su l t in g  degree. And so Cl i s  chosen as the " c l o s e s t "  to S with lowest 

degree.

6.3. A lgo r i thm

Since  the secondary o rde r  is  common fo r the s e le c t io n  of both S and C, 

i t  i s  s u f f i c i e n t  to  s o r t  a l l  knots on increas ing  deg ree s,so  that S is  the 

" f i r s t "  of the sm a l le s t  and C the " f i r s t "  of the c l o s e s t  . Moreover, th i s  

so r t in g  ope ra t ion  needs on ly  be done once, over the set  o f  a l l  i n i t i a l  nodes 

At each step, S and C are extracted from the o rd e r ,  and the re su l t in g  S o C  

is  inserted  a cco rd in g ly .

F ig .  13 i s  a s t ru c tu re  diagram [ L i 77] o f  the tree b u i ld in g  a lgorithm, 

whose input i s  the o r i g i n a l  graph and output the c o n n e c t iv i t y  thus b u i l t .



lh-

Make nodes into knots 

So rt  on increas ing  degrees

Se lect Sm allest

Choose Cl ose st

Coalesce

Re in sert in order

V

u n t i l  onl 

knot i s

y one 

le f t  .

FIG. 13 -  Tree bu i ld in g  a lgo r ithm

6.1«. A p ra c t ic a l  example

To i l l u s t r a t e  the method let us cons ide r the network in f i g u r e  U .  a) 

used in Lucc io  and S a m i ' s  work [LS69] , p. 188, as an example o f  the m in i ­

mal groups i d e n t i f i c a t i o n  procedure.

FIG. |1| a) Sample network
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Converting to ou r  net rep re sen ta t ion ,  where each edge in a s ig n a l  set 

of s iz e  £  is  g iven  the weight 2/n, and m u l t ip ly in g  a l l  weights  by a fa c to r  

of 3 fo r c l a r i t y ,  we obtain  the graph depicted in f i g u r e  l 1*. b) .

FIG. I 1» b) -  Sample graph to i l l u s t r a t e  tree  b u i ld in g  a lgo r i thm

By eva lua t ing  the degrees o f  a l l  nodes, and s o r t i n g  on in c re a s in g  o r ­

der, we obtain:

knots D E F 1 C A G H B
degrees 13 \k lti 18 19 21 21 21 23

The sm allest  element in the l i s t  i s  D,and C i s  the most connected to 

it. Coalescing and e v a lu a t in g  the re s u l t in g  degree:

6 (D o C) = 6(D) + 6(C) -  2 't'(D.C) =

-  13 ♦  19 - 12 -  20 .

i
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F igu re  I 1*, c) shows the graph a f t e r  t h i s  f i r s t  s tep ,  as well as the 

new order of knots

FIG. 1*1 c) A f te r  the f i r s t  step

The process i s  then repeated u n t i l  there i s  on ly  one knot le f t ,  as 

depicted in f i g u r e s  I*» from d) to j ) .

FIG. 1*1 d) A f te r  the second step

Fig.  1*1 e) A f te r  the th i r d  step
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FIG. 14 f)  A f te r  the fourth  step

* ■ % A
F 1 0 E

knots G H C B

degrees | 15 15 20 20

FIG. 14 g) A f te r  the f i f t h  step

G < T a 
I 0 E 

knots | H C 8

degrees | 12 20 20

FIG. 14 h) A f te r  the s ix t h  step
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6 ________
f l P o C Io  ( A o ( E o B ) l ) ----- -— ^(FoG)o (loH )) !------

FIG. I 1» i )  A f te r  the seventh step

( (  (DoC)o( Ao|E oB) ) )o ( ( FoG)o ( loH ) >3----- ---------

FIG. I 1* j )  A f te r  the e igh t  step

Afte r  e igh t  s tep s  there i s  on ly  one knot l e f t ,  in t h i s  case  with 

degree 6, s in c e  the g iv en  graph had two external connec t ion s  o f  weight 3 - 

As the defined ope ra t ion  coalescence is  not a s s o c i a t i v e ,  the sequence 

in which those op e ra t io n s  were performed determines u n ique ly  the conne­

c t i v i t y  tree represented in f ig u re  15- The f ig u re  on the l e f t  shows the 

degrees and the one on the r i g h t  the ra t io s  at each vertex.

FIG. 15 ■  C on n e c t iv i t y  tree fo r  sample graph
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On the whole, the three o b je c t iv e s  are acceptab ly  achieved. The tree 

is well balanced, degrees decrease upwards at mosL v e r t i c e s  and the u n i ­

formity of ra t io s  i s  the best fo r  t h i s  p a r t i c u l a r  example. A bette r s o l u ­

tion in terms of the mi n-d  i s t  o b je c t iv e ,  e . g . produc ing Do ( E o  (C o (Ao  B ) ) )  

instead of (D o C) o (A o ( E o B ) ) ,  would be unbalanced both in s iz e  and 

connectiv ity  ra t io .  L u c c io  and S a m i 's  procedure determines the minimal 

groups { A , B } , { F , G}, { I ,H} and a l s o  { {A , B >, C ,D ,E }  and {{ F , G}, { l , H } } .  T h i s  one 

would therefore be the b e s t  s o lu t io n  s o le l y  in terms of to ta l minimal d is tance  

and when a b inary  s t r u c t u re  is  not required.

In genera l,  the a lgo r i th m  fa vou rs  even d i s t r i b u t i o n  over minimal d i s ­

tance. A simple case i s  the one po inted  out in f i g u r e  12 (§ 5 .4) where the 

second so lu t ion  w i l l  be generated, w ith  p(B) = p ( A o C )  = k.

As a f in a l  remark note  that, in sp ite  o f  the operat ion  coa lescence being 

commutative, the sm a l le s t  knot S was always kept at  the le f t  hand s ide  branch, 

so that at every tree v e r te x  the l e f t  hand s id e  branch is  always sm a lle r  or 

equal in s i z e  to the r i g h t  hand one.

6.5. Complexity

Due to i t s  s im p l i c i t y ,  the a lgo r i thm  shows a l im ited  growth in running 

time. For n̂ i n i t i a l  nodes, a s o r t in g  process on in c rea s in g  degrees is  

performed on ly  once. Over the l in ked  l i s t  o f  a l l  elements in t h i s  defined 

order, three traverse  op e ra t io n s  are executed in each step: the search 

for S and C and the i n s e r t i o n  of S o C. Note that the e va lua t io n  of 

6(S o C) is  independent o f  the to ta l  number o f  nodes. S ince  a f t e r  each step 

the l i s t  becomes one element sho rte r  at the end o f  n -1  s teps the number o f  

operations is

3 n + 3 (n -1 ) + . . .  + 3.2 = 3/2 (n+2) (n-1)
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i.e. a polynomial o f  degree 2. For that reason, a s o r t in g  method o f  order

0(n ) was considered  adequate fo r  the i n i t i a l  o rde r in g  on in c re a s in g

degrees. Shakerso rt  [W i 76], an improved ve r s io n  o f  Bubb le sort  a l t e r n a t in g

the d i r e c t io n  of consecut ive  pas se s,  was used in the implementation. We

may therefore  conclude that the descr ibed  t r e e -b u i ld in g  a lg o r i th m  i s  of 

2
order 0 (n ) in running time.

The a lgo r i thm  a l s o  shows a l im ited  growth in terms o f  memory space. 

Since a b ina ry  tree w ith  £  leaves has a to ta l o f  2n-l v e r t i c e s ,  the imple­

mentation o f  the tree  s tru c tu re  on ly  requ ire s  a number of (equal in s ize )  

blocks o f  order i?( r ) .

The present phase of the placement method, as well as the fo l lo w in g  

one, re q u ire s  access  to the co n n e c t iv i t y  m atr ix  rep re sen t ing  the graph 

model. T h i s  i s  a symmetric m atr ix  of order £  and o ften  very  spa rse .  Although 

not p rov ided  in the performed implementation, spe c ia l  s to rage  techniques 

for spa rse  symmetric a r ra y s  might be considered  fo r  large  problems.

\



CHAPTER IV

MAPPING THE CONNECTIVITY TREE

1. INTRODUCTION

At t h i s  stage o f  the proposed placement method, the h ie ra rc h ic a l  

s t ru c tu re  o f  a g iven  c i r c u i t  i s  represented in terms o f  a b inary  tree, 

which was b u i l t  to pursue three main ob je c t iv e s :  minimal total d is t an c e ,  

even d i s t r i b u t io n  o f  connections  and symmetry at each vertex.

In the present Chapter we de sc r ibe  the mapping o f  the c o n n ec t iv i t y  

tree in to  the g iven  board area. Two a lgo r i thm s  are presented, one fo r 

re g u la r ly  struc tu red  boards w ith  f ix e d  lo ca t io n s  for modules and the 

other fo r  the general case o f  a continuous plane where components of 

d i s s im i l a r  s iz e  may occupy any d i s t i n c t  p o s i t i o n s .  The problems ra ised  

by s p e c i f i c  design  requirements and by h igh  component d e n s i t y  are 

analysed in both types o f  environment.
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2. BASIC PROCESS

In order to introduce the b a s ic  concepts in vo lved  in the mapping 

process, we make a number o f  assumptions de f in in g  an ideal board e n v i r o ­

nment.

Assume a rectangu la r  board o f  s u f f i c i e n t l y  la r g e  area, w ithou t  f ix e d  

locat ions  fo r  modules, and a l s o  a se t  of components o f  s im i l a r  s i z e  and 

shape. There are no des ign  r e s t r i c t i o n s  concern ing the assignment o f  

components to s p e c i f i c  p o s i t i o n s  on the board.

2.1. Areas

Given a c o n n ec t iv i t y  tree  and an ideal board, the embedding o f  the 

tree on the board su rface  i s  a top-down h ie r a r c h ic a l  process which a s s i g n s  

tree v e r t ic e s  to rec tangu la r  board areas.

At a ce r ta in  stage  du r in g  the p rocess,  a tree ve rtex  com pr is ing  a 

knot A o B  has a lready  been a s s igned  to a s p e c i f i c  rec tang le .  Let us denote 

that rectang le  by [ A o B ]  o f  which both the lo ca t ion  and the d im ensions  are 

uniquely determined. [ A o B ]  i s  now go ing to  be p a r t i t io n e d  in to  two 

rectangles [A] and [B] .

The f i r s t  d ec is io n  to be taken concerns the direction  o f  the p a r t i ­

tion l in e .  As a ru le ,  the rectang le  i s  p a r t i t io n ed  a c ro s s  i t s  longer dimen­

sion. The re s u l t in g  re c tan g le s  w i l l  thus have minimum perimeter, the re fo re  

reducing the d is tance s  between components w ith in  each knot. Reca ll  that 

the c i r c u i t  elements be long ing  to knot A are expected to be p laced c l o s e r  

to each other than to elements in B.

A
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Next, the areas o f  the r e s u l t in g  rec tang le s  [A] and [B] must be eva­

luated. Since components were assumed to be a l l  s im i l a r  in s i z e ,  the area 

of each rectangle may be determined as p roport iona l to the number o f  

components, with

area [A] = ' n(AoAB) area [A 0 81 •

The area a t t r ib u te d  to each knot is  the refore  p ropor t iona l  to the total 

number of components inc luded, i .e .

area [A]______area [B]______ area [A o B]
n (A) “ n (A) “ ñ (A o B)

In th i s  case, the board area occupied by components and consequently  

the empty spaces w i l l  be un ifo rm ly  d i s t r i b u t e d  on the board su rface .

S ince the c o n n e c t iv i t y  tree conta ins  at  each vertex A the va lue  of 

i t s  total connec t iv ity  o ( A ) ,  an estimate o f  the expected rou t in g  area may 

e a s i l y  be included. The area ass igned  to the subrectangle  A would then be 

determined as

a rea  [A]
o(A) 

o(A o B)
area [A o B]

so that

area [A] area [B]
~ o - ( W

area [A o B] 
o (A o B)
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which represents a uniform d i s t r i b u t i o n  o f  connections  at every area in 

the board.

Owing to the fa c t  that a major o b je c t iv e  in the b u i l d in g  o f  the 

connec t iv ity  tree was an even d i s t r i b u t i o n  o f  connec t ions,  the l a t te r  

eva luat ion  of a reas  w i l l  not d i f f e r  la r g e l y  from the former one. Note 

that fo r  a coa lescence where p(A) = p (B ) :

c(A)  = p(A) 0 (A) _ n(A)
o (A  o B) P(A) n(A) + p(B) n(B) n(A o B)

2.2. Permutation

At t h i s  stage the d imensions of the sub rec tang1es [A] and [B] are 

defined but not t h e i r  r e la t iv e  p o s it ion .T he  most convenient pewrutation 

[A/B] or [B/A] must s t i l l  be determined. By [A/3] we denote that A is  

placed to the l e f t  o f  (or above) B.

At the f i r s t  level (t ree  roo t ) ,  assuming n o a d d it io n a l  c o n s t r a in t s ,  

the cho ice  of permutation i s  i r r e le v a n t ,  but i t  becomes i n c re a s in g ly  

important as we t ra ve l  down the tree, p ro c e s s in g  a reas whose su rround ings  

are a lready  placed.

Both permutations are eva luated at each step and the most convenient 

one is  adopted. The notat ion  value [A/B] rep resents  the pena lty  o f  p la c in g  

A at the le f t  of (o r  above) B. T h i s  va lue  w i l l  n e c e s sa r i l y  be a func t ion  

of the d is tance  as well as the co n n e c t iv i t y  between components. Each knot 

is  considered p laced at the centre  po in t  o f  the corre spond ing  rectang le  

and d is tances  are measured from there. At each step, the p o in t  that lo ca te s  

A o B  w i l l  generate two new p o in t s  fo r A and B accord ing to the chosen 

permutation, as i l l u s t r a t e d  In f ig u re  16.
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AOB

A
BA

( F i r s t ) (Second)

FIG. 16 - Choice o f  permutation

Let the f i r s t  permutation be [A /B ] , where a. and b. are the c o r r e s ­

ponding centre p o in t s  of [A] and [ B ] . The va lue  [A/B] inc ludes the cost

Since a l l  elements x .  6 A are at a ^  the co st  ( A , a  ̂) wi l l  on ly  depend 

on co n n ec t iv i t y  and d istance  to elements ou t s ide  A. On the other hand, the 

re la t iv e  d is tance  from [A] to [B] is  a constant fo r  both permutations 

(a| bj = a2 b^) , as  well as t h e i r  in te rc o n n e c t iv i t y  y (A , B ) . Hence, the 

terms in c o s t (A ,a j )  represent ing  connections  w ith in  A and from A to B 

do not need to be evaluated.

By analogy w ith  the concept o f  k -th  order moment, as introduced in 

Chapter I. § 9, we define  a cost function o f  order k as:

of p lac ing  A at a^ and B at b ^ , i.e .

value [A/B] = co st  (A ,aj)  + co st  (B ,b j ) .

cost. (A ,a . )  = J l  c ( x . , x .). dk (a . , x . )
x . € A  x . € A o B i j  , j

' JJ
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where d(aj ,x ) i s  the d is tan c e  between aj and the c e n t re  point of the 

current rectang Ie co n ta in in g  Xj .

The adopted metric  i s  a reduced r e c t i l i n e a r  d i s t a n c e .  As the p a r ­

t i t io n  l ine  (and a l s o  the segment ab) is  always e i t h e r  v e r t i c a l  or ho ­

r iz o n ta l ,  the component o f  the d is tance  which is  p a r a l l e l  to the b o r ­

de r l in e  is  a constant fo r  both permutations. The e v a lu a t io n  of the 

d istance  may therefore  be reduced to the component wh ich  is  p a r a l le l  to 

ab . Note that, Euc lidean  d is tance  and r e c t i l i n e a r  d i s t a n c e  are equ iva len t  

for the present purpose.

2.3. Squared d is tan c e

Based on the d i s c u s s io n  in Chapter I § 9, the adopted co st  

funct ion  was the one in terms of a squared d is tance  (k=2 )  . In the present 

sect ion  we in ve s t ig a te  the e f fe c t  o f  such a function  when compared to the 

corresponding one in terms o f  a l in e a r  d is tance  ( k = l ) .

Let us examine the s imple  example depicted in f i g u r e  17. a ) .  The 

s iz e  of ind iv idua l  components i s  represented by u n i t s  o f  the g r id  imposed 

on the board. Assume that n(A) = n(D) = 2 and n(B) = n (C )  = 6. Knots C 

and D having a lready  been placed, the present d ec is io n  concerns  the cho ice  

of permutation [A/B] o r  [B/A], F igure  17 b) shows the r e s u l t i n g  placement 

s o l u t i o n s .

*



a) Sample problem

1>c AoB

»>D

12

12

12

26

12

12

b) Placement s o lu t i o n s  showing c r o s so v e r  a n a ly s i s
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By eva lua t ing  the cost  function  based on a l in e a r  d istance

cost.  (A,a ) = )  J c ( x . , x . )  . d(a ,x.)
x . 6 A x. ¿ A o B  1 J 1 J

' J

and tak ing the g r id  width as u n i t ,  we ob ta in  fo r both permutations the 

vai ues

Valuej [A/B] = co st j  (A ,a^) + co st j  (B,b|)

= (2 x 1) + (6 x 1 + 2 x 1 )  = 10

Valuej [B/A] = costj  (A.a^) + co st j  (B.b^)

= ( 2 x 2 )  + ( 6 x 0  + 2 x 2 )  = 8.

The second permutation would, in t h i s  case, be se lected. On the 

other hand, by repeating the process w ith  the co st  funct ion  o f  second 

order, we determine

va lue2 [A/B] = c o s t 2 (A ,aj)  + c o s t 2 (B ,b j )

= ( 2 x  l 2 ) + (6 x 12 + 2 x l 2 ) = 10.

va lue2 [B/A] = c o s t 2 (A,a2) + c o s t 2 (B ,b2)

= (2 x 22 ) + (6 x 0 2 + 2 x 22 ) = 16

which favours the f i r s t  permutation.

Our method s e le c t s  the f i r s t  permutation and a human de s ign e r  would 

probably do the same. In fa c t ,  the f i r s t  permutation produces a be t te r  

so lu t ion  with respect to un ifo rm ity  o f  d is tances  as well as an even d i s ­

t r ib u t io n  of connections.  The fo l low ing  tab le  shows the va lues  o f  the

o
moments M. and M- as well a s  the va r iance  o f  d is t anc e s  o,  (as def ined  in 

l Z d
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Ch. I .  0 9/. fo r  the to ta l  e va lua t io n  o f  both m etr ic s :

Euc lidean R e c t i l i n e a r

1 M. M2
2

°d H! M2 °d I M0

[A/B] J 62.36 130 0.012 70 170 0.222  II 30

[B/A] 63.31 136 0.079 68 168 0.1(62 1 30

The Euc l idean  d is tance ,  as in c lud ing  " s q u a re d "  f a c t o r s ,  p resents  

lower va lues fo r  the f i r s t  permutation. As to the r e c t i l i n e a r  metric,  

the total d is t an c e  is  la rg e r  but with a lower va r ia n ce  in the va lue s  o f  

ind iv idua l  d is t an c e s .

In order to perform a c ro s so ve r  a n a l y s i s ,  a g r id  o f  cut l i n e s  with a 

w idth  equal to  h a l f  the u n i t  o f  d is tance  was imposed on the board, as 

represented by dashed l in e s  in f ig u re  17-b ).  C ro s so v e r s  are counted in 

such a way that each connection with endpoin ts  over two l in e s ,  on ly  

counts at one o f  them. Hence, there is  a to ta l  o f  16 cu t  l in e s .  By eva­

lu a t in g  the weighted c ro s so ve r  moments Xj and as w e l l  as the c o r r e s ­

ponding va r iance ,  fo r  both permutations, we ob ta in  the fo l low ing  va lue s:

X 1 X2
2

° x

[A/B] 11(0 2328 68.937

[B/A] 136 2701« 96.750

As pointed out in Chapter I .  § 9, a s im ple  count o f  c ro s so ve r s  (Xj) 

i s  iden t ic a l  to a r e c t i l i n e a r  to ta l  d is tance .  However, to  minimize 

ensures a un iform  d i s t r i b u t io n  o f  these c r o s so v e r s  on the set of a l l  cut
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I ines.

The proposed fo rm u la t ion  o f  the co st  funct ion  does th e re fo re  ensure 

an adequate cho ice  between both p o s s ib le  permutations, w h i le  only 

requ ir ing  a l im ited  amount o f  computations.

Note a lso  that the " s q u a re d "  d is tance  has the e f f e c t  o f  r e in fo r c in g  

the growth of the c o s t  fu nc t ion  with an increase of d i s t a n c e .  The above 

example was se lec ted  fo r  i t s  predominance of c o n n e c t iv i t y  (weights) ove r 

d is tances,  which caused the observed d i s p a r i t y  o f  some r e s u l t s .  A p a r a l le l  

study fo r  a s im i l a r  example w ith  a l l  weights equal to one would show the 

f i r s t  permutation as the one producing lower va lues  in a l l  the te s t s  

performed.

2 .1». The method

At t h i s  stage both re c ta n g le s  [A] and [B] are u n iq u e ly  determined by 

the ir  dimensions and lo ca t io n .  I f  n e i th e r  comprises i s o l a t e d  components 

the process i s  r e c u r s i v e l y  ap p l ie d  to both o f  them. The d e c i s io n  on 

which rectangle  i s  go ing to be processed f i r s t  def ines the  order o f  the 

connec t iv i t y  tree t ra ve r sa l  d u r in g  the mapping phase.

As a ru le ,  p r i o r i t y  i s  g iv en  to the rectangle  with the  la rge r  number of 

components. In t h i s  way the b ig g e r  rectang le s  are p a r t i t io n e d  f i r s t ,  as 

the smaller the area the more accurate  I s  the loca t ion  o f  I t s  components. 

Moreover, s ince  a major o b je c t iv e  in the b u i ld in g  of the c o n n e c t iv i t y  t ree  

was a constancy o f  the r a t i o  p(A) = o(A)/n(A) at each v e r te x  A, the b ig g e r  

rectangle w i l l  a l s o  be the one com pris ing  the knot with h ig h e r  c o n n e c t iv i t y .  

The f i r s t  s in g le  component to be placed on the board I s  th e re fo re  the one



of h igher degree. The p ro c e s s  i s  then repeated in a top-down d e p t h - f i r s t  

order u n t i l  each rectang le  co n ta in s  one s i n g l e  component.

Figure 18 summarizes the  main s teps  in the b a s ic  form of  the tree-  

-mapping process.

MAP(tree  ve rtex;  rectang le )  

Choose d ir e c t io n  

E va lu a te  areas 

Se le c t  permutation 

Choose next vertex 

Recurs i ve c a l l s

FIG. 18 -  B a s i c  tree-mapping process

The descr ibed method does  not co n s id e r  des ign  requests  fo r  the s p e c i f i c  

loca t ion  of c e r ta in  components. Yet, the p a r t i c u l a r  case o f  preplaced 

external connectors may be e a s i l y  implemented. They are a s s igned  to f ixed  

coord inates  at  the edges o f  the i n i t i a l  re c tang le ,  from which the d i s ­

tances to connected components are measured.

In i t s  b a s ic  form the tree-mapping method i s  l im ited  to the type of 

placement problems where a l l  modules are o f  s im i l a r  s i z e  and the board is  

a continuous su rface  w ithout f ixed  p laces  fo r  components. In the remainder 

of the present Chapter we a n a ly se  the u t i l i z a t i o n  o f  the method in two 

specia l types o f  environment.
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3. REGULARLY STRUCTURED BOARDS

In t h i s  paragraph we study the ca se  o f  r e g u la r l y  st ruc tu red  boards 

with f ixed  slots  fo r  modules, separated by ro u t in g  channels.

Let m be the number of s l o t s  and £  the total number of components, 

with n _< m. I t  i s  assumed that each component may be ass igned  a r b i ­

t r a r i l y  to any s l o t  and a l s o  that the s l o t s  are d ispo sed  along e q u i d i s ­

tant rows and columns. A g r id  may thus be imposed on the board, in such 

a way that each rectang le  (not n e c e s s a r i l y  a square) comprises one s in g le  

s lo t .  The lo ca t io n  o f  each s l o t  is  def ined  by the coo rd ina te s  o f  the 

centre p o in t  o f  the co rre spond ing  rectang le .

S t r i c t l y  fo r  the e va lu a t io n  o f  re c tangu la r  a re a s ,  a coord inate  

system i s  employed where the u n i t  o f  length  on the x -coord ina te  

(y -coord ina te )  is  the width (he ight)  o f  the mesh. At a g iven stage  dur ing  

the p rocess ,  a re c tang le  [ A o B ]  i s  to be p a r t i t io n e d  into two re c tang le s  

[A] and [ B ],  in such a way that both d imensions o f  a l l  rec tang le s  have 

integer va lue s .  Let S [ A o B ]  be the longer dimension o f  the g iven  rectang le  

which is  to be d iv id e d  in to  two p o r t io n s  s[A] and s [ B ] .  These va lue s  are 

made p ropor t iona l  to n(A) and n(B) re s p e c t iv e ly  and rounded to the next 

integer, as

s[A] = round

s[B ]  = S [A  o B] -  s[A]

C le a r ly ,  the d e s i r a b le  p r o p o r t i o n a l i t y  o f  a reas  i s  not exact,



espec ia l ly  fo r  small v a lu e s .  Th is  fa c t  tends to cause c o n f l i c t  s i t u a t io n s ,  

in p a r t i c u la r  at the lower h ie r a r c h ic a l  le ve ls  in very  dense boards.

3.1 . Space c o n f lic t

Consider the s i t u a t io n  depicted in f ig u re  19, where n(A) = n(B) = 3. 

The eva lua t ion  of lengths  g iv e s

s [A] = round (7 • 3) = 2 and s[B ]  = 1,

which makes [B] i n s u f f i c i e n t  fo r  a l l  components in knot B.

AoB

(3)

FIG. 19 -  Space c o n f l i c t  example

When such a confl I ct i s detected, the a lg o r i  thm wi 11 modify the 

connec t iv ity  tree in o rder to make i t  f i t  the board geometry. The 

remaining space in [A ],  denoted free  [A ] ,  i s  estimated and a search i s  

made in B fo r  an element to  be t ra n s fe r re d  to A. Note tha t  at the p re ­

vious  level o f  recurs ion  the whole [ A o B ]  was ensured to  be s u f f i c ie n t  

for a l l  elements in A o B .



S ta r t in g  at vertex B a tree  t ra ve rsa l  i s  made towards the lower 

levels,  search ing  fo r  an element E able to f i t  free [ A ]. The f i r s t  E such 

that n(E) < free  [A] w i l l  be transfe rred  to A, even i f  n(E) is  b ig ge r  than 

the necessary to make B f i t  in to  [ B]. The loop i s  n e c e s s a r i l y  bounded 

since the excess  in [B] i s  never g reate r  than the rem ain ing  space in [Al .

Recall that, in s p i t e  o f  the operat ion  coa lescence be ing commutative, 

the co n n ec t iv i t y  tree was b u i l t  in such a way that,  at each ve rtex ,  the 

le ft  hand s id e  branch i s  a lw ays  smaller than or equal to  the r i g h t  hand one 

(Smaller j o i n s  C lo s e s t ) .  Consequently,  i f  the search f o r  E s t a r t s  always 

at the le ft  hand s ide  b ranch,  the process w i l l  be f a s t e r  and a l s o  le s s  

l i k e ly  to f in d  the most h e a v i l y  interconnected elements. De ta i led  exper i­

mentation confirmed t h i s  assumption, showing that a p reo rde r  search fo r 

E along the le f t  branches f i r s t ,  i s  qu icke r  and produces better placement 

re su lt s .

Once the element E i s  found, i t  i s  deleted from i t s  p lace  in the tree 

and " su b t r a c te d "  at each ve r te x  on i t s  way up towards B. Then, i t  i s  

appended to the branch s t a r t i n g  at vertex A and a c c o rd in g ly  "added " to 

the Intermediary v e r t i c e s .  The t ran sfe rred  element i s  appended to a termi­

nal vertex o f  the branch s t a r t i n g  at A, g i v in g  p r i o r i t y  a t  each ve rtex  

to the smaller branch. T h i s  makes the p rocess  f a s t e r  and a l s o  le s s  l i k e l y  

to d is tu rb  the h e a v i ly  interconnected branches. Experimentat ion  showed 

that a search fo r  the element in A which i s  more connected to E, i s  much 

slower and does not improve the f in a l  placement r e s u l t s .  Note tha t ,  

since the co st  func t ion  grows very ra p id ly  with d is tance  and E i s  more 

s trong ly  connected to B than to A, i t  w i l l  in most ca se s  be placed in the 

neighbourhood o f  ( B ] .
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At the end of the sm a l l e s t  branch, the t r a n s f e r re d  element i s  

appended at the le f t  hand s i d e ,  so that i t  i s  the f i r s t  to be chosen i f  

a further a l t e r a t io n  i s  needed at a lower le ve l .  T h i s  minimizes the number 

of elements wich are d i s t u r b e d  from th e i r  p o s i t i o n  in the o r i g i n a l  

connect iv ity  tree.

3.2. P r o p o r t io n a l i t y

In the la s t  paragraph we stud ied  the process  o f  f i t t i n g  the co n n ec t i ­

v i t y  tree to the p a r t i c u la r  board  geometry, in o rde r  to so lve  space 

c o n f l i c t  s i t u a t io n s .  The u sage  o f  the process  may however be gene ra l ized  

to other problems. Suppose t h a t  a s im i la r  sub -t ree  to the one used in 

the former example is  to be mapped into the board area represented in 

f igure  20.

-  «[A ] *CB]

FIG. 20 - Loss  o f  p r o p o r t i o n a l i t y

Both rectang le s  are now s u f f i c i e n t ,  but the p r o p o r t i o n a l i t y  o f  areas 

is  lo st .  A check o f  p r o p o r t i o n a l i t y  may be introduced in order to detect 

th is  type of s i t u a t io n s  and a c c o rd in g ly  modify the tree,  not to so lve  

space c o n f l i c t s ,  but to keep a r e a s  p roport iona l to the number o f  components.
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This  procedure w i l l  a n t i c ip a t e  conge st ion s  and a l s o  space c o n f l i c t s  at 

the forthcoming le v e l s .

The statement made in Chapter I I I  § 5 .3 .  on symmetry being a main 

ob ject ive  in the b u i l d in g  o f  the c o n n e c t iv i t y  t ree ,  is  now c le a r .  A 

tree vertex where a knot o f  very small s iz e  was coa lesced  to a much la rge r  

one, would n e c e s s a r i l y  produce a long sparse  a rea  at the s id e  o f  a 

congested one.

3.3- Preplacement

The next quest ion  to be ana lysed  concerns the ex istence  o f  components 

whose lo ca t ion  i s  t o t a l l y  o r  p a r t i a l l y  predetermined. The tree  mapping 

a lgo r ithm  recogn ize s  two main types o f  elements in each knot A. The 

floating  components ( f l o a t ( A ) )  fo r  which the lo c a t io n  is  def ined  by the 

system and the preplaced ones (prep (A ))  with g i v e n  p re c ise  coo rd ina te s .

The d ec is io n  on which I s  the most conven ient permutation has, so 

fa r ,  been taken on c o n n e c t iv i t y  on ly .  However, s in c e  the problem is  

e s s e n t i a l l y  the p a r t i t i o n  o f  a rec tang le  In to  two, i t  i s  p o s s ib le  to 

choose the knot c o n ta in in g  a p replaced element to  occupy the area 

in c lud ing  the p redefined  lo ca t io n ,  as w i l l  be d is c u s se d  la te r .

The tree t ra ve rsa l  o rder i s  a l s o  modif ied: branches w ith  preplaced 

components are placed f i r s t .  They w i l l  act as f i x e d  po in ts  on the choice 

o f  permutation. The c o s t  func t ion  co st  (A ^ ) must a l s o  be adapted 

accord ing! y :

2
cost  (A ,a . )  *  l  l  c (x .  ,x.) . d ( a . , x . ) .

x. € f l o a t (A) Xj i  f l o a t ( A o B )  J J
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th is  e xp re ss ion  measures the weighted square d is tan c e  from the elements 

in f loa t (A )  (con s ide red  placed a t  a j ) to a l l  the o t h e r s ,  in c lud ing  the 

preplaced ones In A. The whole knot A w i l l  thus tend to occupy the area 

where the prep(A) are located.

Once the permutation  is  se lec ted ,  a v e r i f i c a t i o n  i s  made fo r every 

preplaced element in both A and B. I f  any o f  them happens to be on the 

wrong s id e ,  i t  i s  de leted  and t ran s fe r re d  to the o the r  branch. T h is  w i l l  

not a l t e r  the permutation, s in c e  i t  only depends on the f lo a t in g  

components.

Th is  a l t e r a t i o n  o f  the tree rep resents  the fac t  that the predefined 

placement o f  components may be incompatible w ith  c o n n e c t iv i t y .  Design  

requirements are then s a t i s f i e d  to  the detri  ment o f  the s t ru c tu re  defined 

by the co n n e c t iv i t y  t ree .  Yet, i f  a p a r t i c u la r  group i s  s t ro n g ly  

connected to a prep laced  element, i t  w i l l  be kept in i t s  neighbourhood 

s ince  the co st  fu n c t io n  grows ve ry  rap id ly  w ith  d is t an c e .

A very frequent example of preplacement i s  a row o f  external connectors 

at one (or more) o f  the board edges. Edge connectors a re  treated as 

" sem i-p laced "  components: one coord ina te  i s  f i x e d  (e .g .  y = 0) and the 

other may take any va lue  along the edge. The obv iou s  s o lu t io n  is  to def ine  

them as preplaced at the steps where the boundary l in e  i s  p a ra l le l  to the 

edge, and as f l o a t in g  when that l i n e  is  p e rpend icu la r  to the edge.

3.*t. A lgo r ithm

In f i g u r e  21 we summarize the main steps o f  the tree-mapping a lgo r ithm  

for re g u la r ly  s t ru c tu re d  boards w ith  f ixed s l o t s  fo r  components.

S
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HAP (tree  vertex; rectangle)

Choose d irec t  ion 

Eva lua te  areas 

S e le c t  permutation 

Check preplacement 

So lve  space c o n f l i c t  

Ad ju s t  p r o p o r t io n a l i t y  

Choose next vertex 

R ecu rs ive  c a l l s

FIG. 21 - T ree-mapping process fo r  re g u la r ly  s t ru c tu re d  boards

The eva lua t ion  o f  the area a t t r ib u ted  to each su b rec ta n g le  I s  a l s o  

adjusted In order to take preplacement In to account. Prep laced  elements, 

although Incorporated In the tree, are not Included in  the coun t ing  of 

components at each tree  ve rtex .  The actual p o s i t io n s  they occupy on the 

board are included in  a l i s t  o f  a l l  the forbidden s l o t s  as requ ired  by 

the des igner.  S i z e s  o f  re c tang le s ,  in both permutat ions,  are the refore  

evaluated in terms o f  the a va i la b le  s l o t s  fo r  f l o a t i n g  components. 

Adjustments o f  the c o n n e c t iv i t y  tree in order to s o lv e  space c o n f l i c t s  

or to balance the number o f  components in both re c tan g le s  must a l s o  be 

performed a cco rd in g ly .

S ince  in the m a jo r i ty  o f  the problems the whole s e t  o f  modules does 

not cover every a v a i l a b l e  s l o t ,  at the end o f  the p roc e s s  some components 

w i l l  have been a s s ign e d  to two or more p o s s ib le  l o c a t io n s .  In o rde r  to
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select the most fa vou ra b le  s lo t  f o r  each one o f  those components, a f i n a l  

step must s t i l l  e va lua te  the co st  func t ion  at  every p o s s ib le  lo ca t io n .

4. GENERAL CASE

In the present paragraph we d i s c u s s  the tree-mapping p rocess  in i t s  

general form. The board i s  a con t inuous  re c ta n gu la r  plane o f  l im ited  area, 

where components o f  d i s s i m i l a r  s i z e  and shape occupy any d i s t i n c t  p o s i t i o n s ,  

subject to a number o f  d e s ign  c o n s t r a in t s .

4.1. E va lua t ion  o f  a reas

When compared to the bas ic  p roce s s ,  the area a l lo ca te d  to  a p a r t i c u l a r  

knot A i s  no longer a d i r e c t  fu n c t ion  o f  n ( A ) , s in c e  i t  must account not 

only fo r d i f fe re n t  s i z e s  o f  components but a l s o  fo r  the necessa ry  ro u t in g  

area. P red ic t ion  o f  w i r i n g  space depends on fa c to r s  such as t r a c k - sp a c in g  

which forms part o f  the des ign  r u le s  of in d iv id u a l  te c h n o lo g ie s . An a p p ro x i ­

mation o f  the area a t t r ib u t e d  to  each knot A may be eva lua ted  as a func t ion  

of the tota l area occup ied  by components and the c o n n e c t iv i t y  o(A), 

adjusted by a fa c to r  depending on the p a r t i c u l a r  technology in use. A more 

accurate eva lua t ion  cou ld  be a s so c ia te d  wi th the tree b u i l d in g  p roce ss ,  by 

estimating the width o f  the in te rconnect ion  channel between two co a le sc in g  

knots.

At the tree root we have an approximate measure o f  the minimum to ta l  

area required by the complete layout o f  the c i r c u i t .  T h i s  in formation  can 

be made a va i la b le  to the u se r  at t h i s  s tage ,  a l lo w in g  fo r  the de tect ion  o f  

impossible cases before an attempt at  placement i s  a c t u a l ly  performed. By
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making f u l l  use o f  t h i s  p rope rty ,  the connec t i v I ty t ree could a l s o  become 

a va luab le  tool In the p a r t i t i o n in g  o f  a c i r c u i t  Into d i f fe re n t  boards.

At a given s tage  during  the p rocess ,  le t u(A) and u(B) be the 

minimum to ta l area estimated fo r  the layout o f  knots A and B r e sp e c t iv e ly .  

The d ir e c t io n  o f  p a r t i t i o n  fo l lo w s  the b a s ic  ru le  and sub rec tang le s  s iz e s  

are determined In func t ion  o f  the g iven  area [ A o B ]  In such a way that

area [A] _ area [B]______ area [ A o B ]
p (A) u (B) p(A) + p(B)

I t  should however be pointed out that,  the minimum area estimated fo r  

a g iven knot may o n ly  be ach ieved by means of a packing p rocess.  In a b i ­

nary p a r t i t i o n  mode, the d i s s i m i l a r i t y  In components s i z e s  as well as 

the presence of p replaced elements leads to a ce rta in  degree of wastage, 

therefore  requ ir in g  a la rge r  area than the estimated minimum. As the next 

two se c t io n s  desc r ibe ,  the implemented ve r s io n  o f  the method i s  compatible 

with the most frequent cases o f  preplacement and, to some extent, ad ju s t s  

the d i s p o s i t io n  o f  components i s  order to  f i t  a t ig h t  area.

*1.2. Preplacement

The estimated minimum to ta l  area p(A) o f  a g iven knot A comprises 

the area occupied by the f l o a t i n g  as well a s  the preplaced components In 

A. Externa l connectors are not included; they w i l l  be p laced on a s t r i p  

along the edge(s) ou t s id e  the rectangle  rep resent ing  the e f f e c t i v e  board 

area.

The order in which the c o n n e c t iv i t y  tree i s  t raversed  and a l s o  the
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se lect ion  o f  the most favou rab le  permutation are adjusted  in terms o f  the 

preplaced elements, in a s im i l a r  manner to the one used on re g u la r ly  

structured  boards.

Once the permutation i s  se lec ted ,  a te s t  i s  made fo r  the lo ca t ion  of 

the centre point o f  every preplaced component. Those elements which happen 

to be on the wrong s id e  are t r a n s fe r re d  to the other branch as in the p re ­

ceding case. The whole p rocess  is  checked from the beg inn ing  by re -e va lua t ing  

the subrectang le s  a rea s,  w h ile  keeping the same permutation.

S ince  on ly  the centre po i nts  of prep 1 aced componen t s  we re guaranteed to 

be on the co rrect  s id e ,  a subsequent step  must s t i l l  check the boundary 

line p o s i t io n  in r e la t io n  to the area occupied by each preplaced component.

I f  the borde r l in e  in te r se c t s  any of those elements, i t  i s  moved a cco rd in g ly .  

Both subrectang le s  are checked and, i f  no acceptable p o s i t io n  is  found 

for the boundary l i n e ,  a second attempt i s  performed by changing the direction 

of p a r t i t io n .

T h i s  simple approach proved adequate fo r  the most frequent p ra c t ic a l  

problems. In exceptiona l c a se s ,  where i t  i s  Imposs ib le  to draw a p a r t i t i o n  

line  w ithout c r o s s in g  p replaced components, the problem may be so lved by 

rep lacing groups o f  f ix e d  elements by whole preplaced b locks.

4 .3 .  Space f i t t i n g

As a lready pointed  out, the implemented tree-mapping method does not 

execute the packing o f  components into  as small an area as p o s s ib le .  Ho­

wever, i t  performs a ce rta in  degree of adjustment between the shape of the 

co n n ec t iv i t y  tree and the a v a i l a b le  board a re a .Such a p rocess  i s  based on 

the fo l low ing  assumption: "A  g iv e n  area i s  s u f f i c ie n t  f o r  the placement o f
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a knot A, i f  i t  accommodates a re gu la r  arrangement o f  components o f  average 

s iz e  as well as the la r g e s t  module in A".

This procedure is  s o l e l y  intended to ad ju s t  the d i s p o s i t i o n  o f  compo­

nents,  as def ined  by the c o n n e c t iv i t y  tree, towards the shape o f  the 

a va i la b le  board area. In the case o f  a very dense assem bly, the method 

requ ire s  the placement o f  the c i r c u i t  on a la rg e r  v i r t u a l  area, fo llowed  

by a compaction rout ine.

Although the area a t t r ib u te d  to a g iven knot A i s  la rge r  than the 

to ta l  area o f  i t s  components, i t  must s t i l l  be ensu red  that such space is  

s u f f i c ie n t  to accommodate a p a r t i c u l a r l y  long module. The longest module 

in A i s  defined as the one with maximal dimension, in  the d i r e c t io n  which is  

perpend icu la r  to the p a r t i t i o n  l in e .  Note that the o t h e r  dimension has 

a lready  been v e r i f i e d  at an e a r l i e r  leve l.

The present test  i s  a s so c ia te d  with the one t h a t  checks the b o rd e r l in e  

p o s i t i o n  in re la t io n  to the preplaced elements. Whenever the l in e  in te r s e c t s  

the longest component, i t  i s  moved acco rd in g ly .  S i m i l a r l y ,  i f  the oppos ite  

subrectangle  i s  a lso  i n s u f f i c i e n t  fo r  the lo n ge s t  module in B, a second 

attempt changes the boundary l in e  d ir e c t io n .

Once the borde r l in e  p o s i t i o n  i s  acceptable, both  in terms o f  the longest  

modules and the preplaced elements, the re s u l t in g  s u b rec tang le s  a reas  are 

tested  for a re gu la r  arrangement o f  average components. Both d imensions  o f  

the average component in A are evaluated as the a r i th m e t ic  mean o f  the 

corresponding dimension f o r  a l l  components in knot A.

This  te s t  comprises a c o l le c t io n  o f  h e u r i s t i c s ,  intended to f i l l  empty



areas generated by the p rev iou s  b o rd e r l in e  d isp lacement and a l s o  to a d ju s t  

the re la t iv e  p o s i t i o n s  o f  components as an attempt to  f i t  i n t o a  p a r t i c u l a r l y  

densely occupied space.

As an example o f  the f i r s t  problem, le t  us con s id e r  the simple s i t u a ­

tion depicted in f i g u r e  22 a ).  Knot A com pr ise s  the la rge r  module and knot 

B the three smaller ones.  The b o rde r l in e  d isp lacement created an I n s u f ­

f ic ie n t  a r e a f o r a l l  components in B. A g r id  o f  average components from B, 

imposed on the empty a rea  in [A ],  a l low s  f o r  the approximate e va lu a t io n  of 

how many modules need to  be t ran sfe r red .  Thi s p rocess  i s  s im i l a r  to the one 

described fo r r e g u la r l y  s t ruc tu red  boards, but with the important d i f fe re n ce  

that the actual s i z e s  o f  t ran sfe r red  elements must be v e r i f ie d .

101

(a) (b)

FIG. 22 -  Space f i t t i n g  examples

The second type o f  space c o n f l i c t  i s  caused n e i th e r  by preplacement nor 

by a d i s s i m i l a r i t y  in component s i z e s .  However, i t  tends to occur,  p a r t i ­

c u la r ly  at the lower s ta g e s  o f  the p rocess  in  very dense boards. As an exam­

ple, assume that n ine modules o f  s im i la r  s i z e  are to be placed on a square 

area, with n(A) = b and n (B) = 5, as shown in f ig u re  2 2 .b). The b o rd e r l in e  

p o s it ion ,  accord ing to the general ru le ,  gene ra te s  i n s u f f i c i e n t  areas  at

j ‘  i
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both s ides.  Note, that a g r id  of average components in A o B  has been 

tested in [ A o B ]  at a former le ve l .

At the p re sen t  le v e l ,  a g r id  o f  average A-components shows that [A] 

is i n s u f f i c ie n t :  3 e f f e c t i v e  spaces fo r  4 modules. L ikew ise  in [ B ] ,  there 

are 3 spaces fo r  5 modules. When t h i s  s i t u a t i o n  is  detected, the space 

f i t t i n g  procedure searches fo r  an element in A, which i s  able to f i t  the 

g r id  in B. The element i s  t r a n s f e r re d  and rectang le s  a reas  are reeva luated. 

As a ru le, the element i s  t r a n s f e r re d  from the sm a l le r  to the l a r g e r  knot 

(excepting when the sm a lle r  comprises a s in g le  component) s ince  the 

c o n f l i c t  would o the rw ise  be repeated at the next step, therefore  generat ing  

an in f i n i t e  loop.

The use o f  the space f i t t i n g  procedure may a l s o  be g e n e ra l iz e d  in 

order to ensure the d e s i r a b le  p ro p o r t i o n a l i t y  o f  a re a s .A s  an example, the 

presence o f  an u n u su a l ly  la rg e  module may generate a spa rse  board area, 

even i f  no c o n f l i c t  is  detected in the oppos ite  rec tang le .  Th is  s i t u a t io n  

must be detected a s  e a r ly  as p o s s ib le  and consequently  r e c t i f i e d ,  not 

only  to achieve p r o p o r t i o n a l i t y  but a l s o  to avo id  forthcom ing space con- 

f I i c t s .

Yet, i t  i s  debatable whether t h i s  should be performed as a sy stem at ic  

process or on ly  when the imbalance i s  c o n s id e rab le ,  s in c e  the c o n n e c t iv i t y  

tree should i d e a l l y  be kept una lte red .  We suggest  that the system at ic  

process i s  introduced on ly  in a second attempt on a c r i t i c a l  board. Th is  

approach was te s ted  on a p a r t i c u l a r l y  dense board and proved s u c c e s s f u l .
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k.k. A lgo r ithm

Figure 23 summarizes the main s tage s  in the tree-mapping a lgo r ithm  in 

i t s  general form

MAP (t ree  vertex; rectangle )

Choose d i rect ion 

Eva luate  areas 

Se lec t  permutation 

Check preplacement 

Check boundary l in e  

Space f i t t i n g  

Adjust p r o p o r t io n a l i t y  

Choose next vertex 

Recurs ive  c a l l s

FIG. 23 -  General case of tree-mapping p rocess

The growth o f  the p rocess  in terms o f  running time depends h e a v i ly

on the number o f  tree a l t e r a t i o n s  performed. The b a s ic  b ina ry  tree t ra -

2
versa l ranges from 0(n log2 n) when p e r fe c t ly  balanced, to  0(n ) in the 

worst case. At a g iven  tree ve rtex  with k components, where no space 

c o n f l i c t  a r i s e s  and no preplaced element i s  t r a n s f e r r e d , the process  is  

l inea r,  i .e .  0 (k)  at  each step. Note that,  in t h i s  case, on ly  the e va lu a ­

tion  of a reas and the cost  func t ion  depend on k. When tree a l t e r a t i o n s  are
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required, the growth in running time depends on the number o f  t r a n s fe r re d  

elements, ra ther  than the total number o f  components k. D e ta i led  e x p e r i ­

mentation showed that, when on ly  a few elements a re  t r a n s fe r re d ,  the p rocess  

is  kept n e a r - l in e a r  at each step, as w i l l  be shown in the next Chapter.



CHAPTER V

IMPLEMENTATION AND RESULTS

1. INTRODUCTION

In t h i s  Chapter we re p o rt  a summary o f  the r e s u l t s  obtained on a 

p ract ica l  implementation o f  the proposed placement method. The main 

sect ions  correspond to the two bas ic  types o f  environment: r e g u la r ly  

structured  boards and the general case.

The numerical r e s u l t s  comprise observed v a lue s  o f  ob ject ive  func t ion s ,  

running times and ra tes  o f  s u c c e s s f u l l y  routed connec t ion s .  D i f f e re n t  

ve rs ions  o f  the ba s ic  method, as well as  manual placement s o lu t i o n s ,  are 

a lso  asse ssed  and d is c u s se d .



2. IMPLEMENTATION

The proposed placement method, as descr ibed  in the la s t  two Chapters, 

has been implemented in Pasca l on the CDC 7600 o f  the U n iv e r s i t y  o f  

Manchester Regional Computing Centre. A simple in te r fa ce  w ith  the e x i s t i n g  

CAD system has enabled d i r e c t  access to data f i l e s  ho ld in g  the c i r c u i t  

descr ip t ion  o f  real boards, which happened to be being designed at the 

time. These are w ire wrap and PC boards, part o f  the hardware o f  mainframe 

MU6G, whose implementation layout was executed by members o f  s t a f f  and 

research students .

The fo l lo w in g  report  inc ludes,  as a re ference, the corre spond ing  

re su lts  obta ined  by manual placement. For the magnitude o f  the stud ied  

problems, i t  seems adequate to e s t a b l i s h  a comparison between automatic 

and hand placement. With one or two hundred components, g iven  the time 

and e x p e r t i s e ,  the human de s igne r  w i l l  a lways be able  to produce better 

re su lts .  The aim of  layout automation i s  p r im a r i l y  to reduce the design  

time as well as  the number o f  e r r o r s .  An automatic placement system 

should the re fo re  ach ieve,  In the s h o r te s t  p o s s ib le  time, r e s u l t s  which 

are comparable with those obta ined  by manual placement.

True e va lu a t io n  o f  placement i s  determined by how e f l c l e n t l y  i t  can 

be routed. However, the r o u t a b i l i t y  o f  an automatic placement s o lu t i o n  i s  at 

least as dependent on the t ra c k in g  scheme used as a manual placement. The 

ava ilab le  ro u t in g  system was reasonable but, at the time, s t i l l  under 

development.

The rou te r  used |Lo8A] was designed as part  o f  the Genera lized  T rack ing  

System, developed at  the Department o f  Computer Science  at the U n iv e r s i t y  o f
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Manchester. I t  c o n s i s t s  o f  an improved ve r s io n  o f  A ram ak i 's  method [ AK71 ] and 

can be b r i e f l y  s ta ted  as fo l low s:  when shearch ing  fo r  a route between two 

p ins,  draw a h o r iz o n ta l  l in e  from each p in  and extend i t  as f a r  as p o s s ib le .

An unblocked v e r t i c a l  l in e  i s  then looked fo r ,  connecting  the two h o r iz o n ta l s .  

The process can a l s o  be performed a long  the oppos ite  d ir e c t io n .

Th is  t r a c k in g  system was a l s o  s e n s i t i v e  to net o rde r in g  and a systematic  

study o f  the most e f f e c t i v e  sequence o f  n e ts ,  fo r  each board, was beyond the 

scope o f  th i s  t h e s i s .  A number o f  placement s o lu t i o n s  was sent to the track ing  

system, together with those obtained  manually, and some o f  the r e s u l t s  w i l l  

be reported in the fo l low in g  paragraphs.

The main d i s c u s s io n  in the p re sent Chapter con s id e rs  aspects which are 

measurable d i r e c t l y  from the obtained  placement s o lu t i o n s .  These comprise 

ob ject ive  fu n c t io n s  as def ined  in Chapter I .§ 9, as well as the observed running 

times in r e la t io n  to  the estimated complex ity  o f  the a lgo r ithm s invo lved. 

Comparative r e s u l t s  on d i f f e r e n t  v e r s io n s  o f  the b a s ic  method, which led to 

the tak ing o f  d e c i s io n s  on some po in ts  d is cu s se d  in the e a r l i e r  text,  are 

a l s o  reported here.

3. REGULARLY STRUCTURED BOARDS

The most e a s i l y  a v a i l a b le  in fo rm at ion  on the type o f  re g u la r ly  st ruc tu red  

boards with f ix e d  s l o t s  fo r  components, concerned the c i r c u i t  d e s c r ip t io n  o f  

a number o f  w ire  wrap boards known as Augat boards.
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Augat boards accomodate a combination o f  16 p in  and 2h pin ECL lo g ic .  

Each board comprises an a r ra y  o f  6 x 30 s l o t s  fo r  16 p in  modules, wi th 6 x 2 

locations fo r  2k pin Edge CONnectors (ECONs) a long the top edge, as shown 

in f igure  28. P a r t i c u la r  lo ca t io n s  in the bas ic  a r ra y  can a l s o  be used fo r 

16 pin eXtra CONnectors (XCONs).

Since ECL lo g ic  requ ire s  terminal network r e s i s t o r s ,  lo ca t ion s  fo r  

plugable s i n g l e - i n - 1ine r e s i s t o r  modules are a l s o  a v a i l a b l e .  As pointed  out 

in Chapter l . §  8, the chosen representat ion  fo r nets in terms o f  complete 

graphs a llows fo r  net decomposit ion to  be performed as a r e s u l t  o f  the obtained  

placement s o lu t io n .  The g iven  sequence o f  components in each  net may thus 

be rearranged and the terminal module id e n t i f ie d ,  in such a way that the 

total net d is tance  is  minimized. A loca t ion  fo r  a r e s i s t o r  in then se lected  

in the neighbourhood o f  the terminal module.

Augat boards have in te rna l  power la ye rs ,  so n e i t h e r  placement nor 

the track ing system need to  be concerned w ith  space fo r  t r a c k  power connections  

on the board.

For a g iven  board, the data f i l e  c o n s i s t s  o f  a n e t - l i s t  in terms o f  

p in -to -p in  connections. The i n i t i a l  phase o f  the method, conve rts  t h i s  

information in to  a graph model representing  the c i r c u i t ,  a s  d iscu s sed  in 

Chapter I. § 8. Next, the connectivity tree i s  b u i l t  as d e sc r ib ed  in Chapter 

I I I .

3.1. Tree adjustments

In the present se c t io n  we report a se t  o f  r e su l t s  ob ta ined  on the 

placement o f  two Augat boards, which re fe r  to the tree mapping and subsequent



tree adjustments d is cu s se d  in Ch. IV . § 3- The fo l lo w in g  tab le  s p e c i f ie s  

the magnitude o f  Augat boards  ABI and AB18: number o f  16 p in  components, 

external modules and nets.

# components # ECCNs # modules # nets

ABI 109 7 116 579

ABI 8 99 3 102 302

The observed running time ( in  seconds),  f o r  the c o n n e c t iv i t y  tree 

bu ild ing  was, fo r  both boards:

*  modules time

ABI 116 7.A25

ABI 8 102 5.681

These va lues  are in 1 i ne wi th the est imated  conplexi ty o f  O(n^) fo r  the tree 

bu ild ing  a lgor ithm . We may therefore  e s t a b l i s h  an approximate eva lua t io n  

of the required time to b u i l d  a c o n n e c t iv i t y  tree  with £  i n i t i a l  nodes, as

2
T (n) = a .n  w ith  a «  0.0005 sec 

tree

which was supported by s im i l a r  o b se rva t io n s  on o the r  boards.

The bas ic  c o n n e c t iv i t y  tree may subsequent ly  be adjusted  in order 

to f i t  the a va i la b le  board area. As d is cu s se d  in the la s t  Chapter, the 

running time fo r  the tree mapping phase w i l l  depend not on ly  on the number 

of modules, but a l s o  on the amount o f  necessa ry  tree a l t e r a t i o n  . In o rder 

to in ve st iga te  the e f fe c t  o f  such a l t e r a t i o n s  on the to ta l  running
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time, we forced the g iv e n  c i r c u i t s  in to  sm aller  se c t io n s  o f  the b a s ic  Augat 

board. The fo l low ing  va lue s  are to ta l  job times, compris ing  the n e t - l i s t  

input, graph model, t ree  b u i ld in g ,  t ree  mapping and output o f  the placement 

s o lu t i o n .

Board area 6 x30 6 x25 6 x20 6x19

ABI 10.973 10.921 11.1 A6 11.151

AB 1 8 8.922 8.872 8.867 8.866

These r e s u l t s  show that the inc rease  in running time motivated by 

tree a l t e r a t io n s  i s  ve ry  l im ited.  Such increase may even be overcompensated 

by the f in a l  step  which se le c t s  the most favourab le  loca t ion  fo r  components 

whose domain comprises more than one s l o t .  T h is  fa c t  e xp la in s  the apparent 

d i s p a r i t y  on the r e s u l t s  o f  AB18, s in c e  a sparse  board produces la rg e r  

domains fo r  i t s  modules. On the o th e r  hand i t  becomes c le a r  that, fo r  th i s  

type of board, the major fa c to r  in the total running time is  the b u i ld in g  

o f  the co n n e c t iv i t y  t ree .

The former va lue s  were obtained  with the tree  adjustments as fo l low s  

(Ch. IV . § 3 .1 ) :  each t ran s fe r re d  element is  " se a rched "  a long the smaller 

branches o f  the o r i g i n  knot, and l i k e w i s e  "appended" to a terminal vertex 

along the smaller branches of the d e s t in a t io n  knot. The comparative 

e f f ic ie n c y  o f  t h i s  approach was supported by d e ta i led  experimentation, from 

which we se lec t  the fo l lo w in g  set o f  r e s u l t s  obtained on the same boards 

AB1 and AB18.

The " s e a r c h "  a long  sm a lle r  branches was compared to the oppos ite  

s o lu t ion ,  i . e . ,  g i v in g  p r i o r i t y  to the larger branch at each ve rtex .  The
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effect of "append ing "  the t ran sfe r red  element to i t s  most connected. 

component at  the d e s t in a t io n  knot, was a l s o  in ve s t ig a te d .  The four p o s s ib le  

combinations were tested  and eva luated.

F igu re  2h shows the re s u l t s  on the placement o f  AB1 and A I8  on the

entire 6 x 30 Augat board area, as well as  those obta ined  on the manual

solution. These va lue s  comprise the tota l weighted Euc l idean  d is tance

(d is t ) ,  measured from the centre  po in t  o f  components, tak ing  the g r id  s iz e

as unit, and the maximum s in g le  length (max). A weighted c ro s so ve r  a n a ly s i s

was a lso  performed, u s in g  the same g r id :  x^ rep re sen t s  the average number

of c ro ssove rs  on v e r t i c a l  cut l i n e s  ( l ik e w ise  x. on ho r izon ta l  l i n e s )  andh

the to ta l  sum of  squared c ro s so ve r s .  The to ta l  job  times ( in  seconds) 

include a search fo r  the nearest a v a i la b le  lo ca t io n  fo r  a resistor  a t  the 

terminal module o f  each net. The sequence o f  components in each net was 

also rearranged as a re su l t  of the layout s o lu t i o n .  S t a r t i n g  from the 

in i t ia l  module, the nearest  one was searched w ith in  the net elements, and 

the process repeated u n t i l  the terminal module was reached. The nearest 

ava ilable  r e s i s t o r  fo r  t h i s  module was then se le c ted  and added to the 

output o f  the new net sequence.

The se t  of r e s u l t s  reported in f i g u r e  2k shows that,  fo r  average 

problems, the type o f  tree adjustments performed does not a f fe c t  the f in a l  

solution in a not iceab le  manner. The on ly  observed d if fe re n c e s  are o r ig in a te d  

by the " s e a r c h "  procedure used, but these are not s u f f i c i e n t l y  co n c lu s ive ,  

for that reason, the whole process  was tested on a sm a lle r  sec t ion  ( 6 x 2 0 )  

of the board and the corresponding re s u l t s  were as shown in f ig u re  25.

From t h i s  new set o f  va lue s,  i t  becomes c l e a r  that the most favourab le  

strategy f o r  tree adjustments i s  to g iv e  p r i o r i t y  to smaller branches in



B oard  ABI (6 x 30)

" s e a r c h " "append" time d i s t max X
V *h X2

smaller smaller 11.826 3002.29 26.01 82.65 148.71 469054

smaller connect. 11.82*t 3002.29 26.01 82.65 148.71 469054

larger smaller 11.880 3044.55 26.01 84.44 148.42 472724

larger connect. 11.871 3044.55 26.01 84.44 148.42 472724

(Manual Placement) 2993.64 19.10 72.58 150.00 380401

Board A B I8

OC*"vXvO

" s e a r c h " "append" t ¡me di s t max XV *h X2

smaller smaller 9.884 1464.30 19.00 40.17 78.85 131663

smaller connect. 9.867 1464.30 19.00 40.17 78.85 131663

larger smaller 9.905 1464.08 19.41 39.89 79.1*» 130669

larger connect. 9.889 1464.08 19.41 39.89 79.14 130669

(Manual Placement) 1977.08 23.02 56.72 60.28 181907

FIG. 24 -  E f fe c t  o f  d i f f e r e n t  tree adjustments on the e n t i r e  board



Board  ABI (6 x 20)

" s e a r c h " "append" t ime d i s t max XV *h x2

smaller smaller 12.028 2350.02 16.03 81) .36 168.00 1*01581

smaller connect. 12.868 251*7.59 16.03 91*.63 168.1*2 1*62513

larger smaller 12.189 2509.33 19.M 93.1*3 162.85 '*231'*'*

larger connect. 13.670 21(69.23 17.11 91.63 167.57 1*28380

Board AB18 ( 6 x 2 0 )

" s e a r c h " "append" time d i s t max XV *h X2

smaller smaller 9.825 1089.21* 12.16 1*0.75 75.1*2 101350

smaller connect. 10.265 1190.28 13.60 1*5.68 71*.85 108351*

larger smaller 9.905 1180.86 13.03 i*i*. 15 82.71 118220

larger connect. 10.619 1208.32 13.31* 1*6.57 77.11* 1171*87

FIG. 25 -  D i f f e r e n t  tree adjustments on a sm a l le r  board area
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both operat ions.  Be s ide s  being f a s t e r ,  i t  a l s o  produces b e t te r  placement 

so lut ions.  With respect to the "append" op e ra t io n ,  as po inted  out in Ch. IV 

§ 3.1, a search fo r  the most connected element a t  the d e s t in a t io n  knot i s  

much slower and does not improve the f in a l  r e s u l t s .

Due to the way in which the c o n n ec t iv i t y  t ree  was b u i l t ,  the sm a l le r  

branch at each tree ve rtex  i s  a l s o  the le f t  hand s ide  one. T h i s  p roperty  

suggested a new form fo r  the implementation o f  the " s e a r c h "  procedure: to 

give p r i o r i t y  at each tree ve rtex  to the le ft  hand s ide  lower branch.

Moreover, s in ce  t ran s fe r re d  elements are appended a l s o  to the le f t  o f  terminal 

branches, t h i s  approach would minimize the number o f  components which are 

disturbed from th e i r  p o s i t i o n s  in the o r i g i n a l  tree.  In f a c t ,  th i s  a l t e r a t i o n  

improved the observed placement r e s u l t s ,  a lthough  with a s l i g h t  increase  in 

running time. The comparative r e s u l t s  o f  both approaches are reported in the 

fo llowing s e c t io n .

3.2 Preplacement

The present se c t io n  concerns the placement o f  Augat board AB6. T h i s  

c i r c u i t  has a to ta l o f  166 components, in c lu d in g  12 edge connectors  (ECONs) 

and AO external modules (XCONs), and a total o f  8 6 1 nets.  XCONs are 16 p in 

modules which are to be placed in the b a s ic  6 x 3 0  a rray,  near the board 

edges, in such a way that normal components do not occupy lo c a t io n s  between 

XCONs and the nearest  board edge. T h i s  board was se lected  in order to te s t  

the preplacement c a p a b i l i t i e s  o f  the mapping a lgo r ithm . With b a s is  on the 

manual placement s o lu t i o n ,  the AO XCONs were treated  as preplaced components 

and 9 lo ca t io n s  which were le f t  unoccupied fo r  the above reason, were 

defined as forb idden areas.
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In the placement o f  AB6, o ther aspects o f  the method were a l s o  

investigated. The f i r s t  subject concerns the used graph representation of 

the g iven c i r c u i t .  As descr ibed  in Chapter I . § 8, each net is  

represented by a complete graph connecting a i l  i t s  £  elements with the 

weight w = 2/n a t t r ib u te d  to s i n g l e  edges. In order to a sce rta in  the 

benefit of such rep re sen ta t ion  when compared with the b a s ic  mode 1.where a l l  

edges are given the weight w = 1, both s o lu t io n s  were tested and assessed.

With respect to the obtained co n n e c t iv i t y  tree, fo r  most o f  the 

observed p ract ica l  problems, the graph model with w = 2/n generates a 

more unbalanced tree.  Th is  fac t  i s  due to two main reasons: f i r s t l y  because 

the tree bu i ld in g  a lgo r ithm  tends to coa le sce  groups o f  equa lly  interconnected 

elements into " l o n g " ,  i.e .  unbalanced branches. Secondly, th i s  e f fe c t  is 

emphasized by the a t t r ib u t io n  o f  weight w = 2/n to s i n g le  edges, which is  

intended to produce a more un iform  d i s t r i b u t io n  of weights  on the whole 

graph. However, s in c e  the r e l a t i v e  p o s i t io n s  o f  components w ith in  an 

equa lly  interconnected block are  i r re le v a n t  fo r  t h i s  type of boards, the 

only p ract ica l  consequence is  a s l i g h t  increase  in running time at the tree 

mapping phase. In f a c t ,  th i s  rep resenta t ion  produced bette r  placement 

so lu t ion s  in a l l  the re gu la r ly  s t ruc tu red  boards tested.

f ig u re  26 shows the c o n n e c t iv i t y  tree fo r  AB6 obtained on the graph 

model with w « 2/n. Edge connectors (ECONs) are ind ica ted  b y O  and external 

modules (XCONs) by «  .

Another d e ta i l  which was in ve s t iga ted  in the placement o f  AB6 concerns 

the adopted " c u t t i n g "  d i r e c t io n  fo r  square areas.  Rectangles  are as a ru le  

part it ioned  a c ro s s  the longer dimension, but the chosen d ire c t io n  fo r
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squares was proved to a ffec t  the placement s o lu t i o n .  Reca ll  that, in the 

coordinate system used,a square does not n e c e s s a r i l y  have equal d imensions 

in Euclidean metric. For that reason and a l s o  because o f  the Augat board 

geometry, the placement s o lu t i o n s  were n o t ice a b ly  d i f f e r e n t  fo r  both cases. 

In general, the best re su l t s  were obtained by " c u t t i n g "  the square areas 

hor izonta l ly ,  i.e .  ac ro ss  the longest g r id  dimension.

Figure 27 comprises two s e t s  of r e s u l t s  on the placement of board 

AB6. In the f i r s t  se t,  on ly  the 12 edge connectors were defined as 

preplaced components. A comparison between both graph models shows that 

w = 2/n produces lower va lue s  with respect to to ta l d is tance  and number 

of c rossovers.  These s o lu t i o n s  were obtained w ith  the type o f  tree 

a lte rat ions  suggested at the end of the la s t  s e c t io n :  a " s e a r c h "  a long  

the left  hand s ide  branches. The corresponding placement s o lu t io n  obta ined  

on the previous " s e a rc h "  s t r a t e g y  was a l s o  te sted  fo r  the w = 2/n model. 

Although obtained in a lower running time, tha t  s o lu t io n  d id  not improve 

the values o f  the b a s ic  o b je c t iv e  func t ion s.

The second set o f  r e s u l t s  corresponds to the placement o f  AB6 w ith  the 

1*0 external modules as well a s  the 12 edge connectors  def ined  as p replaced 

components, and with 9 p redef ined  locat ions  kept unoccupied. With respect 

to the used graph model, the lower va lues  o f  d is t an c e  and c ro s so ve r s  were 

obtained with the weights d i s t r i b u t i o n  w = 2/n. As to the cu t t in g  d i r e c t io n  

of square areas, the horizontal s o lu t io n  was observed to produce be t te r  

placement re s u l t s .  A l so ,  a comparison with the p rev iou s  " se a rc h "  s t r a te g y  

showed that those re s u l t s  were not improved.

On the whole, the placement s o lu t io n s  obta ined  by the proposed method



(Preplaced 12 ECONs)

B oard  AB6

time d i s t max X
V *h X2

w *  1 24.842 3765.43 21 .00 105.31 215.85 722517
w = 2/n 25.603 3709.03 26.01 102.31 206.42 670220

"  ( " s e a r c h "  smaller) 21.690 3711.97 25.31 101.41 210.00 686867

(Preplaced 12 ECONs + 40 XCONs + 9 forb . s l o t s )

" sq u a re s  c u t " time di s t max X
V *h X2

w = 1 vert. 22.976 5525.08 28.07 161.86 278.71 1529587

w = 1 horiz. 22.865 5579.43 28.01 164.31 271.14 1516267
w = 2/n vert. 23.839 5241.05 29.06 151.06 273.00 1413280

w « 2/n horiz. 24.275 5136.83 28.16 149.72 264.85 1361946

( " s e a r c h "  smaller) 23.960 5172.00 28.16 151.10 264.28 1372994

(Manual Placement) 5470.51 29.06 154.41 243.57 1328667

FIG. 27 -  R e su l t s  on the placement o f  AB6
ro
o
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produced r e s u l t s  which are comparable to those obtained by manual placement. 

The best automatic s o lu t io n  was generated in approx im atly  214 seconds 

(which includes the e va lu a t io n  of ob ject ive  func t ion s  and output o f  new 

n e t - l i s t )  and, fo r  most o f  the assessed  ob je c t iv e s ,  compares favourab ly  with 

the manual placement s o lu t io n .

The best s o lu t i o n  obta ined  by the proposed method on the placement 

of board AB6 is  represented In f ig u re  28. As in the c o n n e c t i v i t y  tree in 

figure 26, ECONs are ind ica ted  byO »  XCONs b y »  and the fo rb idden  s l o t s  

denoted by 0 .

4. GENERAL CASE

A d irec t  implementation o f  the tree-mapping p rocess  In i t s  general 

form, as descr ibed  in Ch IV. § A, was t r ie d  on a number o f  PC boards, 

namely PC2, PC8 and PCI 1 ,a l l  pa r t  of the MU6G hardware. The layout of these 

boards invo lved a se t  o f  in t e re s t in g  fea tures  such as d i s s i m i l a r  s i z e  o f  

modules, edge connec to rs ,  preplacement and va r io u s  degrees o f  component 

dens i t y .

For each board, d i f f e re n t  ve r s io n s  o f  the ba s ic  method were tested and 

the re su l t in g  s o lu t i o n s  sent to  the track in g  system to ge ther  with those 

obtained by manual placement. In the cases  o f  boards PC8 and PC11 the 

re su lts  were s im i l a r  and both comparable to those produced by the corresponding 

manual s o lu t io n s .  However, the placement o f  PC2 was d i f f i c u l t  and not 

completely s a t i s f a c t o r y .  T h i s  fa c t  was due to a very  h igh  d en s i ty  which, in 

the manual s o lu t i o n  requ ired  a carefu l cho ice  on the r e l a t i v e  o r ie n ta t io n  

of components. The set  o f  o r i e n t a t io n s  thus defined was n a t u r a l l y  proved



10 '9 ' I 10—  H a I 10 187 I 10 185 I IO~ I8T I |iQ 181 1

K2—  '9 2 I P  '? 0  I 10  188 | IQ 186 1 E T  IR», 1 IQ 18? I

FIG. 28 Placement s o lu t i o n  o f  ABÉ
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inadequate fo r  d i f fe re n t  arrangements o f  modules such as those generated 

automatically. Since the p r a c t i c a l  implementation o f  the proposed placement 

method does not Include the ch o ic e  o f  component o r ie n t a t io n ,  t h i s  problem 

had to be so lve  by manual in te rv e n t io n .  The placement o f  PC2 was the refore  

only su c c e s s fu l ly  accomplished a f t e r  a sequence o f  em p ir ica l  attempts.

In the remainder of t h i s  Chapter we w i l l  descr ibe  in deta il  the layout 

of PC8, a Memory board part o f  the MU6G. The c i r c u i t  d e sc r ip t io n  o f  PC8 

comprises a total o f  125 modules as s p e c i f ie d  in the fo l lo w in g  tab le ,  

connected by 485 nets.

# modules dimensions area

16 - p in 80 7.5 x 20.0 12.5 x  25.0

2 2 -  p in 36 10.0 x 28.0 15.0 x 33.0

ECONs 9 7.0  x 50.0 12.Ox  55.0

The indicated dimensions a re  a l l  in m il l im e t re s  and the assumed 

o r ien ta t ion  fo r  components i s  the  one used in the manual s o lu t io n :  a l l  

modules placed v e r t i c a l l y ,  excep t in g  the edge connecto rs .  As an approximation  

o f  the minimum necessary ro u t in g  area, 5 m i l l im e t re s  were added to the 

real dimensions o f  modules. S i n c e  the board dimensions are  410 x 180, the 

ra t io  of the area occupied by components with respect to  the to ta l board 

area is  approximately 2/3.

A lso  based on the manual placement s o lu t io n ,  the 9 ECONs as  well 

as 9 XCONs were preplaced on a 410 x 23.5  s t r i p  a long the top board edge.



Two other XCONs were a s s ign e d  to f ixed  p o s i t io n s  w it h in  the remaining 

board area. These w i l l  be re fe r red  to as "p re p la c e d "  components and the 

former ones as "edge con n ec to rs " .

Two ve r s io n s  o f  the b a s ic  method were tested, co r re spond ing  to the 

graph models with weight d i s t r i b u t i o n s  w = l  and w = 2 / n .  As a l re a d y  observed, 

the c i r c u i t  rep resenta t ion  w ith  w = 2/n generates a more unbalanced 

connectiv ity  tree which re q u ire s  a la rg e r  number o f  tree  adjustments during  

the mapping phase.

4.1 -  Tree adjustments

During the placement o f  board PC8, tree adjustments were performed in 

order to so lve  space c o n f l i c t s  and a l s o  to maintain  the p ro p o r t i o n a l i t y  

o f  areas, as d iscu s sed  in Ch. IV. § **.3. In fa c t ,  the implemented placement 

scheme fa i le d  to perform on t h i s  board w ithout p ro p o r t i o n a l i t y  adjustment.

We suspect that the d e n s i t y  o f  components in PC8, i . e .  2/3 o f  the total 

board area, approaches the l im i t  o f  su cce ss fu l  performance o f  the implemented 

tree-mapping a lgor ithm . A h ig h e r  d en s ity  may on ly  be achieved by a more 

elaborated scheme in c lu d in g  a packing a lgo r ithm  or in a s s o c ia t i o n  with 

a compaction rout ine.

Since the tree-mapping a lgo r i thm  in i t s  general form re q u ire s  a la rge r  

number of ope ra t ion s  per s tep ,  the observed running times were n e c e s s a r i l y  

h igher fo r  the present type o f  boards. The fo l lo w in g  tab le  re p o rt s  the 

observed times in seconds o f  the fundamental phases in the placement of PC8, 

fo r both graph models, and the corresponding va lue s  o f  the to ta l  weighted 

Euclidean d is tance  and maximum s in g le  length in m i l l im e t re s .
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tree-bu i 1d ing tree-mapping d i s t max

w = 1 7.652 5.956 6.587x10** 3 .256xlOZ

w = 2/n 7.507 7.508 6.527x10** 3 .8k8x l02

(Manual Placement) 5-938x104* 3 .060x102

As a lready pointed out, the re p re sen ta t ion  with w = 2/n generates a 

more unbalanced tree, which in c rea se s  the number o f  tree adjustments 

during the mapping process.  In the remainder o f  t h i s  paragraph we w i l l  

analyse the e f fe c t  o f  such adjustments on the running time o f  the tree- 

-mapping procedure, u s in g  the c o n n e c t iv i t y  tree obtained on the graph 

model with w = 1 as example, fo r rea sons  o f  s im p l i c i t y .

F igure 29 i l l u s t r a t e s  the b a s ic  tree for board PC8 w ith  weights 

d i s t r ib u t io n  w = I .  Edge connectors a re  denoted b y O (E C O N s )  and •  (XCONs) . 

Preplaced components and E5 are ind ica ted  b y D .  Th is  tree  i s  subsequently 

modified during the mapping phase, due to three main f a c to r s :  space 

con f l ic t s ,  p r o p o r t io n a l i t y  adjustments and preplacement. The re s u l t in g  

placement s o lu t io n  i s  depicted in f i g u r e  30-

F igure  31 shows the aspect o f  the same co n n e c t iv i t y  t ree ,  a f te r  the 

mapping process execution. In th i s  diagram, terminal branches are truncated 

whenever they comprise an e a s i l y  i d e n t i f i a b le  b lock  o f  components and edge 

connectors are not ind icated, a lthough  included in the coun t ing  at each 

tree vertex. M an ife s t  d if fe re n ce s  between the trees  are the adjustment of 

" long  branches" in order to f i t  board a reas and the "d isp lacem ent"  of 

preplaced components Ek and E5 (□).

The va lues  in b rackets  at each t ree  vertex, denote the observed 

running times o f  the corresponding mapping s tep s.  These va lue s  are represented
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FIG. 29 -  C o n n e c t iv i t y  tree fo r  PC8 w ith  w = 1



FIG. 30 Automatic placement s o lu t i o n  o f  PC8 w ith  w = I



A 1}

FIG. 31 • C on n e c t iv i t y  tree  fo r  PC8 (w=l),  a f t e r  mapping
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as points  in the g raph ic  at f ig u re  32, where the x -coo rd ina te  ind icates  

the number o f  components at each vertex and the y -coo rd ina te  i s  the observed 

running time in seconds. As pointed out in Ch IV . § k.k, the process is  

nea r- l inea r  at the s teps  where no a l t e r a t i o n  i s  performed. H igher time 

values correspond to those steps where elements have been t ran s fe r re d  from 

one sub-branch to the othe r.  As an example, at  the tree root one preplaced 

module ( IP )  was t r a n s fe r re d  from the r i g h t  to  the le f t  hand s id e  and 

component C29 was d isp laced  ( id )  in the oppos i te di r e c t i o n . The point at 

coordinates (10, 0.179) shows that 3 d isp lacements  (3d) were required  in 

order to f i t  a " l o n g  branch " into  an approx im atly  square board area. Note 

that tree adjustments due to space c o n f l i c t  are more frequent fo r  smaller 

knots, rep re sen t ing  lower tree v e r t i c e s .

S ince  the computational complexity fo r  the t rave rsa l  of a p e r fe c t ly  

balanced b ina ry  tree  is  o f  order 0(n lo g2 n) and based on the observed 

running times, we may estimate the minimum time required by the tree-mapping 

process. In the ideal case  where no adjustments are performed and assuming 

a symmetrical c o n n e c t iv i t y  tree with £  le a ve s ,  the mapping phase w i l l  take 

at least:

T (n) = a .n .  log.n w ith  a  «  0.003 sec.
map 32

b.2 -  T racking

Both placement s o lu t i o n s  o f  board PC8 (based on the graph models 

with w = I and w = 2/n) were t r ied  on the e x i s t i n g  t ra ck in g  system, 

together w ith  the manual layout. The observed rates  o f  su cce ss fu l  connections, 

although not completely  s a t i s f a c t o r y ,  showed that the method can produce



1 2 5  c o m p .

FIG. 32 -  Running times at step o f mapping p rocess
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so lu t ion s  which are comparable to those obtained manually. Routing r e s u l t s  

were a lso  used in order to a s s e s s  the r e la t i v e  e f f i c i e n c y  o f  d i f fe re n t  

vers ions  o f  the bas ic  method and to ana ly se  the e f f e c t  of local adjustments 

on the f in a l  layout.

From 1693 i n i t i a l  p o in t s ,  52.86% were s u c c e s s f u l l y  connected on the 

automatic s o lu t io n  with w = 1 and only 1*5.12% on the one with w = 2/n , 

whereas 52.51% were connected on the manual placement. I t  should however 

be pointed out that the d e sc r ib e d  implementation d id  not include any form 

of adjustment in terms o f  the a v a i la b le  l i s t  o f  connec t ioh s.  Component 

o r ien ta t ion  and p in  assignment were the same as f o r  the manual so lu t io n  

and no reordering  was performed e ithe r  w ith in  the elements of each net 

or on the g iven  net sequence.

F igu res  33 and 31* show the su cce ss fu l  connections  generated by the 

tracking system over the placement s o lu t io n  of board PC8 based on the graph 

model with w = 1. Although w ith  s im i la r  to ta l  Euc lidean d is tance  (see § l*. l )  

the s o lu t io n  with w = 2/n produced m an ife s t ly  lower rout ing  r e s u l t s .  We 

suspect that th i s  i s  mainly due to the l a r g e r  number o f  tran sfe rred  

elements which causes s l i g h t  m isa l ignm en ts  between p in s  o f  adjacent 

components. Recall that in the implementation d e sc r ib e d ,  modules are placed 

at the geometric centre o f  the co rre spond ing  re c tan gu la r  domain. On the 

other hand, the exact d im ensions  o f  such domains may e a s i l y  be made 

ava i lab le  to the user at the end of the mapping p roce s s .  Th is  suggests  

that p in-a lignment can be performed in a s imple p o s t -p ro ce sso r  which may 

considerably  enhance the r o u t a b i l i t y  o f  a placement s o lu t io n .  In the present 

example 26 modules were se le c te d  as n o t ice ab ly  " d i s p l a c e d "  and a cco rd in g ly  

a ligned with ne ighbouring  components. As a r e s u l t ,  S1* new po in ts  were 

su cce s s fu l ly  connected, which improved the observed rate  from 1*5.12% to 50.68%.



FIG. 33 *  P lo t ted  w ire  patte rn  o f  PC8 (w =1 ):  h o r iz o n ta l  connections



FIG. 31* -  P lo t ted  w ire  patte rn  o f  PC8 (w=l):  v e r t i c a l  connections



CHAPTER V I

CONCLUSIONS

1. A REVIEW OF CONCEPTS

The i n t r i n s i c  conplexi ty  o f  the placement problem, together with the 

d iv e r s i t y  o f  layout environments, has led to the development o f  a wide 

range o f  placement techniques which are d ive rse  in th e i r  fo rm u la t ion ,  aims 

and s t ra te gy .  In th i s  t h e s i s  we presented a definition  o f  the placement 

problem in mathematical terms and an attempt was made in o r d e r  to systema­

t ize  i t s  most w ide ly  accepted f ig u re s  o f  merit. For th is  e f f e c t  a number 

of objective functions was def ined ,  which are independent o f  any p a r t i c u la r  

technology o r  rou t in g  scheme and can thus be evaluated d i r e c t l y  from the 

obtained placement c o n f ig u r a t io n s .  Three bas ic  approaches to  the problem 

were sp e c i f ie d  and a cco rd in g ly  a classification  o f  the e x i s t i n g  placement 

methods was proposed.

The layout o f  in tegrated  c i r c u i t s  motivated the use o f  hierarchical 

methods as a means o f  dea l in g  w ith  in c rea s in g  c i r c u i t  complex ity.  However
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th is  approach has not been, in  our b e l ie f ,  complete ly  explored. In most of 

the proposed techniques, the h ie ra rch y  o f  b locks  i s  e i t h e r  defined by the 

user and based on f u n c t i o n a l i t y  [PG78] [PV791 o r  determined by an i n i t i a l  

placement co n f igu ra t ion  ob ta ined  with the a id  o f  one o f  the c l a s s i c a l  

methods [MS8l] [ BK83] [0185].  Few attempts have been made to bu ild  up the 

h ie ra rch ica l  s t ru c tu re  f i r s t  and then to map i t  in to  the board su rface .  In 

th is  case, the tree s t ru c tu re  i s  generated by a c l u s t e r i n g  a lgo r i  thm which 

aims s t r i c t l y  to minimize the total w ire d is tance  [ MT 79] [Ha82] [ RI 8^ ] .

In t h i s  th e s is  we sugge sted  a new approach to  h i r a r c h ic a l  p lace r«nt,  

based on a tree structure which embodies an adopted set o f  circuit proper­

ties and objective functions. The tree s t ru c tu re  thus defined represents 

the re la t ive  p o s i t io n s  o f  a h ie ra rc h y  o f  b locks  on the board surface. Under 

th is  approach, no i n i t i a l  c o n f ig u r a t io n  I s  requ ired  and no i te ra t iv e  i n t e r ­

change i s  performed e i t h e r  d u r in g  the b u i ld in g  o r  the embedding o f  the tree. 

The proposed s t ra te gy  combines the s im p l i c i t y  o f  con s t ru c t ive  placement 

techniques with the g loba l c i r c u i t  overview p rov ided  by c l a s s i c a l  methods 

as well as the expedience o f  a f u l l y  h ie ra rc h ic a l  approach.

We bel ieve  that e f f i c i e n t  a lgor ithm s can be designed,both  fo r  the 

bu ild ing  o f  such a tree s t r u c t u re  and I t s  subsequent embedding on the 

d if fe ren t  types o f  layout environments. In t h i s  t h e s i s ,  a new placement 

method has been descr ibed  which  was designed in accordance with the proposed 

philosophy. I t  comprises a t r e e - b u i ld in g  a lgo r i thm  based on the op t im iza t ion  

of three placement ob je c t iv e s  and two a lgo r ithm s fo r  the tree-mapping on 

the bas ic  types o f  boards: r e g u l a r l y  s t ru c tu re d  and continuous plane.
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The i n i t i a l  phase o f  the proposed method c o n s i s t s  o f  rep resent ing  

the given phys ica l  c i r c u i t  by a s u i t a b le  graph model. A s imple model was 

adopted which can represent the b a s ic  topo log ica l  c i r c u i t  p ro p e r t ie s  as 

well as other types o f  design  requirements.

The graph model acts  as a b a s i s  fo r  the b u i l d in g  o f  the tree s truc tu re .  

In Chapter I 11 we introduced a number o f  graph theo re t ica l  concepts,  which 

enabled a form ulat ion  o f  the correspondence between the s t ru c tu re  o f  a b inary  

tree and d e s i ra b le  placement p rop e rt ie s .  The optimal connectivity tree thus 

defined represents  the re la t iv e  p o s i t io n s  o f  b locks  in a placement so lu t ion  

with minimal to ta l  d is tance  and even d i s t r i b u t io n  o f  both w ire s  and components 

on the board su rface .  However, these ob je c t ive s  represent complex combina­

to r ia l  problems and are, i s  some cases,  incompatib le. For that reason an 

approximation algorithm was proposed, which t r i e s  to  meet the three ob ject ive s  

as c lo s e ly  as p o s s ib le  wh ile  being competit ive in terms o f  running time and 

memory space.

In Chapter IV we descr ibed the mapping o f  the connectivity tree in to  

the g iven board area. Two a lgo r ithm s were presented, one fo r  regularly 

structured boards w ith  f ixed  lo ca t ion s  fo r  modules and the other f o r  the 

general case o f  a continuous plane where components o f  d i s s im i l a r  s i z e  may 

occupy any d i s t i n c t  p o s i t i o n s .  The a lgo r ithm s are compatible w ith  s p e c i f i c  

design requirements such as the preplacement o f  components at  d e f in i t e  

coordinates and, to some extent, adjust  the d i s p o s i t i o n  o f  components in 

order to f i t  dense ly  occupied areas. In the general placement case the 

method a l s o  p rov ide s ,  at each tree vertex, an e s t im at ion  o f  the correspon­

ding layout area in c lu d in g  the interconnect space.



137

A binary structure was adopted f o r  the c o n n e c t iv i t y  tree in order to 

s im p lify  the tree-mapping process which would otherw ise  lead to the complex 

problem of  n o n - g u i l l o t i n e  rectangle  cu t t in g .  The main desidvantage o f  a 

binary approach l i e s  in the fact that i t  cannot, by i t s e l f ,  generate a 

placement c o n f ig u ra t io n  w ith  the sm a l le s t  p o s s ib le  area. However, a placement 

so lut ion  which accomplishes the adopted set o f  c i r c u i t  ob ject ive s  can be 

e f f i c i e n t l y  generated by a b ina ry  scheme and subsequently compacted, in to  as 

small an area as p o s s ib le ,  in the cases where a minimal area i s  required.

The recent advances in the f i e ld  o f  c i r c u i t  compaction [Ch85l came to confirm 

this assumption, by p ro v id in g  a choice o f  compaction methods which are 

compatible with the bas ic  b inary  scheme.

The placement method proposed in t h i s  t h e s i s  was implemented in Pascal 

on a CDC 7600 system and t r ie d  on a number o f  PC boards o f  the two bas ic  

types: re g u la r ly  s t ru c tu red  and continuous plane. The observed va lues o f  

objective func t ion s  and running times confirmed the est imated  e f f ic ie n c y  and 

complexity o f  the a lgo r ithm s invo lved. A comparison w ith  manually obtained 

placement c o n f ig u ra t io n s  showed that the bas ic  method can produce s o lu t io n s  

which are competit ive  both in terms o f  measurable p ro p e r t ie s  and observed 

routab i1i ty.

2. SUGGESTIONS FOR FURTHER RESEARCH

A f u l l y  h ie r a r c h ic a l  placement ph ilo sophy  has been suggested in th i s  

thesis  and a new placement method has been designed and implemented as a 

prototype o f  that approach. The observed re su l t s  ind ica te  that the method i s
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fast and produces placement co n f ig u ra t io n s  which are comparable w ith  those 

obtained manually. T h is  f a c t  a t t e s t s  the expedience o f  the proposed ph ilo sophy  

and prov ides motivation  f o r  fu r the r  research.

The goodness o f  a placement i s  u lt im ate ly  determined by how e f f i c i e n t l y  

i t  can be routed. The exper ience  o f  human des igners  has shown that placement 

object ives such as minimal d is t an c e  and even d i s t r i b u t i o n  are s t r o n g ly  re la ted  

to c i r c u i t  r o u ta b i l i t y .  However, there e x i s t  a number o f  em p ir ica l  fa c to r s  

which are taken in to  account by s k i l l f u l  des igners  and have not yet been 

formulated in mathematical terms. Manually  obtained placement c o n f ig u ra t io n s  

are, fo r that reason and a t  le a s t  fo r  small problems, u s u a l l y  more su i t a b le  

than the autom at ica l ly  generated ones. We suggest that a complete study be 

made on the c i r c u i t  p r o p e r t ie s  which are known to in c rea se  r o u t a b i l i t y  fo r  

each p a r t i c u la r  type o f  la you t .  Once those p rope rt ie s  a re  formalized  in 

mathematical terms, we assume that e f f e c t i v e  a lgor ithm s can be des igned  

which are s p e c i f i c a l l y  s u i t e d  to each problem. A placement system could  then 

provide a choice o f  both tree-mapping and t re e -b u i ld in g  a lgo r i thm s  to  be 

selected fo r  each p a r t i c u l a r  layout problem.

An example o f  the re fe r re d  em p ir ica l  fac tors  appears to be the i d e n t i ­

f ic a t io n  o f  highways and b u s - s t ru c tu re d  nets as well as t h e i r  subsequent 

p o s i t io n in g  on the c i r c u i t  board. We suspect that such s t r u c t u r e s ,  once 

iden t if ied ,  can be treated a s  new v e r t i c e s  to be coa lesced  dur ing  the tree-  

-bu i ld in g  process.

Two a lgorithm s have been proposed fo r  the tree-mapping p rocess  and 

tr ied on a number o f  PC boa rd s.  A lthough not confirmed by p ra c t ic a l  Implemen-
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tation, the f i r s t  a lgo r ithm  i s  a lso  app licab le  to other types o f  re g u la r ly  

structured environments such as gate a rray s  and c e l l u l a r  a rray s .  The second 

algorithm contemplates the genera l case o f  a continuous plane whenever a 

minimal c i r c u i t  area is  not required, as d iscussed  in § 1 o f  th i s  Chapter.

The method can on ly  be made app l ic ab le  to layout problems such as the des ign  

of full-custom VLSI chips, when used in a s so c ia t io n  with a compaction procedure. 

This approach is  a l s o  being followed by an in c rea s in g  number o f  layout 

automation systems which deal with custom 1C design  [Hs8 l]  [RM83] [ I_18A]

[NJ85] ( RR85I •

The constraint graph approach to compaction, as ou t l ined  in Chapter I I .

§ h.h, i s  p a r t i c u l a r l y  adequated to a b inary  sp a c e -p a r t i t io n in g  p rocess.  The 

constra int graphs can be generated during  the tree-mapping phase in a manner 

which is  s im i l i a r  to the p o l a r  graphs const ruct ion  (Ch I I .  § it.2 ).  An e s t i ­

mation o f  minimal c i r c u i t  d imensions i s  given by a longest path eva lua t ion  

in each graph. Further m in im iza t ion  o f  the tota l area can s t i l l  be achieved 

by local adjustments o f  p a r t i c u l a r  components. We suggest  that a compaction 

method can be developed where components s itua ted  a long  the c r i t i c a l  path 

o f  each graph are rotated whenever t h i s  operation does not increase  the 

total ch ip  area. T h i s  approach could require severa l i t e ra t io n s  and repeated 

longest path e va lua t ion s  but appears v iab le  be means o f  network programming 

techniques.

The f u l l y  h ie ra rc h ic a l  placement ph ilosophy proposed in t h i s  t h e s i s  i s  

compatible with a wide range o f  layout environments. Th is  fac t  enables the 

use of the same method at v a r io u s  le v e l s  o f  the tree s t ruc tu re  represent ing  

the system h ierarchy. The c o n n e c t iv i t y  tree o f  a g iven  c i r c u i t  thus becomes



a branch in the phy s ica l  h ie ra rch y  o f  the whole system. Under th i s  p e r spect ive ,  

webelieve i t  i s  v iab le  to apply  the b a s ic  ph ilo sophy  to o the r  aspects o f  the 

layout problem. As an example, a t r e e -b u i ld in g  a lgo r ithm  cou ld  be app lied  to 

the layout p rocesse s  which invo lve  p a r t i t i o n in g .

The c o n n e c t iv i t y  t ree  a l s o  prov ides  va luab le  in formation  to be used 

during the ro u t in g  phase. We suggest  that the sequence in which the w ire s  are 

processed, could be def ined  in terms o f  a bottom-up tree o rd e r in g .  T h is  

approach i s  compatible w ith  h ie ra rc h ic a l  rout ing  methods which use a bottom- 

-up and s h o r t e s t - f i r s t  scheme [LS80] [BP83] [ RM83] .

I t  could a l s o  be i n t e r e s t in g  to in ve s t ig a te  the s u i t a b i l i t y  o f  the 

approach to an e f f e c t i v e  in te ra c t io n  between the placement and the rou t in g .

An in tegrated  layout system could then be deve loped where, at  d i f fe re n t  

le ve ls  o f  the tree s t r u c tu re ,  the placement i s  performed, p in  p o s i t i o n in g  i s  

optimized and the p a r t i a l l y  formed co n f igu ra t ion  i s  routed and compacted.
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