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ABSTRACT

This thesis study has applied a range of computational and molecular modelling techniques 

to three different problems in rational molecular design and three-dimensional structure 

determination.

To target uniquely a stretch of nucleic acids in the human genome by anti-sense methods 

would require an excessively long complementary oligonucleotide. To overcome this the binary 

system of a complementary-addressing nuclei acid sequence has been proposed. Based on this 

approach, oligonucleotides conjugated to a diimidazole construct mimicking the catalytic centre 

of ribonuclease A have been shown by Vlassov’s group to exhibit sequence-specific RNA 

cleavage. The solution structure of a binary oligonucleotide system containing alkylimidazoles 

constructs was determined in this thesis study by high-resolution 2-D NMR spectroscopy in 

combination with restrained molecular dynamics. The model binary system chosen, 1:2:3, 

comprised a 12-mer target sequence pdGTATCAGTTTCT (1) and two oligonucleotide 

derivatives, dAGAAACp-Im (2) and Im ’ -p dT GAT AC (3), complementary to the adjacent 

hexamer sequences of 1 (where Im and Iin' are (3-alanylhistamine groups). Characterisation of 

complex 1:2:3 using melting experiments monitored by 1-D NMR spectroscopy of imino protons 

showed that neither the nick in the DNA backbone between the short oligonucleotides 2 and 3 

in the fully formed 1:2:3 binary system duplex, nor the presence of the alkylimidazole groups, 

significantly destabilized the complex. Assignment of oligonucleotide and modifying group 

protons was performed using T l COSY and NOESY experiments. Comprehensive analysis of *11 

NOESY spectra of 1:2:3 showed a continuous set of intra- and inter-nucleotide interactions, 

typical of regular, right-handed double-stranded B-DNA. Despite the presence of the break in the. 

DNA backbone between 18C and i9T, cross-peaks of normal intensities between the sugar ring 

protons o f 18C and aromatic protons of 19T were observed, indicating the continuation of helical 

regularity in this nick region. A variable-temperature NMR experiment performed for the imino 

protons of 1:2:3 showed that the centre of the complex was, in fact, the most stable part of the 

system.

Proton-proton distance ranges were calculated using the full-relaxation matrix analysis 

implemented in the MARGIDRAS algorithm using the NOESY spectrum of 1:2:3, (600MHz, 

200ms), and the resulting 315 distance-ranges were used as restraints in subsequent molecular 

dynamics calculations. The final structure showed very slight distortions from the regular form of

17



B-DNA overall, with one alkylimidazole group positioned in the region of the major groove and 

the other in the minor groove. No favoured stable interaction between the imidazole groups and 

oligonucleotide residues was observed, with conformational flexibility of the modifying moieties 

within this binary system. This observation contrasts with the only other 3-D structural data for a 

binary system, incorporating pyrenyl and tetrafluoroazido groups, where the complex shows a 

very high distortion from regular B-DNA.

Hypoxia-inducible factor-1 (HIF-1) is a key component of a widely operative 

transcriptional response activated by hypoxia. Cells deficient in HIF-1 show a much-reduced 

ability to grow as solid tumours, providing a rationale for developing selective inhibitors of HIF-1 

as anti-tumour agents. HIF-1 is a heterodimeric DNA-binding complex composed of two basic 

helix-loop-helix (bHLH) Per-AHR-ARNT-Sim proteins (H IF-la and f3). A 3-D structural model 

was constructed for the bHLH domain of human HIF-1 based on the X-ray crystal structures of 

the bHLH proteins MyoD and USF. The features of this model compared well with the 

dimerisation and DNA-binding features of other bHLH transcription factors whose X-ray 

structures had been determined. Mutations on each monomer were suggested which could be 

used in fluorescence resonance energy transfer studies to monitor protein dimerisation. Peptide 

inhibitors of dimerisation of HIF-1 and dimerisation inhibitors of the structurally related HLH 

transcription inhibitor protein Id3, important in cellular differentiation, were designed and 48 

synthesised using semi-combinatorial chemistry. The peptides were tested against Id3 using gel 

electrophoresis and resonant mirror biosensor techniques, the latter technique detecting binding of 

some peptides.

The enzyme trypanothione reductase (TR), a prime target for the rational design of lead 

compounds against trypanosomiasis and leishmaniasis, is known to be inhibited by tricyclic 

molecular frameworks. A new class of inhibitors has been developed in our laboratory, namely the 

quaternary alkylammonium chlorpromazines containing an additional hydrophobic moiety, which 

are approximately 30-fold more potent than the parent lead. The rationale for this development 

was that the N+ charge is needed for interaction with E466' or E467' in the enzyme active site, the 

tricyclic or equivalent moiety interacting with the major hydrophobic cleft and the second 

hydrophobic moiety on the side-chain nitrogen atom interacting with the so-called Z-site. In this 

thesis the docking program AUTODOCK was used to probe binding of three families of quaternary 

ligands (phenothiazines, imipramines and open-ring structures), to predict possible ligand binding 

modes and to rationalise computed relative binding energies with in vitro data. Two broad
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families of binding were found, equal in docking energy: the first with N+ interacting with E466' 

or E467' and with a hydrophobic moiety sometimes in the Z-site and the second with the bT 

interacting with S I4. The preferences some ligands displayed for one mode over the other could 

not be rationalised on the basis of structure, nor could the differences in docking energy between 

ligands in one family be correlated with experimental data of inhibitor strength. The determining 

factor for the final placement of the ligand appeared to be the satisfaction of the N+ electrostatic 

interaction with an appropriate amino acid side-chain.
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LIST OF ABBREVIATIONS

Amino acids:

A, Ala Alanine N, Asn Asparagine

C, Cys Cysteine NL Norleucine

D, Asp Aspartic Acid NY Norvaline

E, Glu Glutamic Acid P, Pro Proline

F, Phe Phenylalanine Q, Gin Glutamine

G, Gly Glycine R, Arg Arginine

H, His Histidine S, Ser Serine

I, lie Isoleucine T, Thr Threonine

K,Lys Lysine V, Val Valine

L, Leu Leucine W, Trp Tryptophan

M, Met Methionine Y, Tyr Tyrosine

DNA Bases:

A Adenine G Guanine

C Cytosine T Thymine

Others:

A Angstrom = 0. lnm

ABNR Adopted Basis Set Newton-Raphson

AEDANS 5 -N-[(iodoacetamidoethyl)amino]naphthalene-1 -sulphonic acid

6-AHA 6-Aminohexanioc acid (s-amino-n-caproic acid)

AHR Aromatic Hydrocarbon Receptor

AMPS Ammonium peroxodisulphate

ARNT Aromatic Hydrocarbon Receptor Nuclear Translocator

lBu Tertiary butyl

CORMA COmplete Relaxation Matrix Analysis

COSY Shift Correlation Spectroscopy

CPMG Carr-Purcell-Meibom-Gill pulse sequence
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DCM Dichloromethane

DIC 1,3-Diisopropylcarbodiimide

DMAP N 1, N'-dimethylaminopyridine

DMF N1, N'-dimethylformamide

DNA Deoxyribonucleic acid

DQF COSY Double-Quantum Filtered COSY

DTT Dithiothreitol

EDC 1 -Ethyl-3 -(3 -dimethylaminopropyl)carbodiimide

FAD Flavin adenine dinucleotide

Fmoc Fluorenylmethoxycarbonyl

fs Femtosecond

GA Genetic Algorithm

GR Glutathione reductase

GSH Glutathione

GST Glutathione S-transferase

HIF-1 Hypoxia-inducible factor-1

bHLH Basic helix-loop-helix

bHLHZ Basic helix-loop-helix zipper

HOBt 1-hydrozybenzotriazole

HPLC High peiformance/pressure liquid chromatography

Hz Hertz

Id Inhibitor of differentiation

Im Imidazole

IRMA Iterative Relaxation Matrix Analysis

ISPA Isolated Spin-Pair Approximation

IVT In vitro translate

MARDIGRAS Matrix Analysis of Relaxation for Dicerning Geometryof an Aqueous Structure 

4MpNA 4-Methoxy-P-naphthylamide

MeOH Methanol

NAD(P)H Nicotinamide adenine dinucleotide (phosphate) (reduced)

NBD 7-nitrobenz-2-oxa-l,3-diazole-4-yl (nitrobenzofurazan)

NBD-C1 4-chloro-7-nitrobenz-2-oxa-I,3-diazole-4-yl (4-chloro-7-nitrobenzofurazan)
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NHS N-hydroxysuccinimide

NMR Nuclear Magnetic Resonance

NOESY Nuclear Overhauser Effect Spectroscopy

NP40 Nonidet®P40 (Nonylphenylpolyethylene glycol)

ODhbt 3,4-Dihydro-3-hydroxy-4-oxo-l,2,3-benzotriazine ester

OPfp Pentafluorophenyl ester

PAS Per-Arnt-Sim

PBS Phosphate buffered saline

pNA p-Nitroanilide

ps Picosecond

REFOPT Refocussed Optimised water-supression pulse sequence

REFOPTNY Refocussed Optimised Nuclear Overhauser Effect Spectroscopy

RMS Root Mean Square

RNA Ribonucleic Acid

RTC Rhodamine isothiocyanate

SD Steepest Descents algorithm

SDS-PAGE Sodium dodecyl sulphate polyacrylamide gel electrophoresis

Ti Spin-lattice or longitudinal relaxation time

t 2 Spin-spin or transverse relaxation time

TES Triethylsilane

TFA Trifluoroacetic acid

TOCSY Total Correlation Spectroscopy

TR Trypanothione Reductase

TSP Sodium 3-(trimethyIsilyl-2, 2, 3, 3, HU)-!-propionate

Tris Tris(hydroxy methyl)methylamine

Trt Trityl (triphenylmethyl)
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CHAPTER ONE 

GENERAL INTRODUCTION
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1.1 INTRODUCTION TO RATIONAL MOLECULAR DESIGN

The rational design of molecular systems is found in every area of science and technology. 

Everywhere Man is using macro- and micro-molecular structural information to design and 

engineer new molecules with desired characteristics. Molecular structural engineering is being 

carried out in fields as diverse as computing, biology, physics, medicine, geology, aerospace and 

chemistry to tailor molecular properties, e.g. electrical, magnetic, thermal and catalytic, to those 

required. Only a tiny fraction of some examples of recent advances will be mentioned here.

In the world of chemistry, as the quest for ever smaller functional molecular systems 

continues, scientists are tailor-making inorganic and organic supramolecular ‘cages’, designed to 

trap specific metal ions and even organic molecules. This opens up new fields of chemistry 

associated with molecular recognition, ion-sensing, liquid crystals, display devices and energy 

conversion systems. Molecular-level mechanical machines have been developed which are 

composed of a macrocycle and two different thread-like compounds l. It is possible to choose, by 

means of a chemical, electrical or light energy input, which thread enters the macrocycle’s cavity, 

thus the components display changes in their relative positions as a result o f an external stimulus. 

Molecular electronic devices and colour switches have been produced which can be chemically 

controlled by exploiting the tautomerism between different conformations of a molecule and the 

corresponding changes in electronic and energetic properties 2 Figure 1.1 shows a few examples 

of chemical structures.

An exciting and interesting example of miniature systems is the construction of carbon 

nanotubes. The attractive material characteristics of these tubes (e.g. electronic properties which 

vary as a function of diameter and chirality) have opened up doors to electronic, optical, magnetic 

and mechanical applications e.g. as electronic switches 3 and in superconductors 4. Filled 

nanotubes leading to improved catalysts and biosensors are also being developed 5. Molecular 

gears have even been designed from carbon nanotubes with benzyne teeth approximately 2nm 

across 6 with computer simulations suggesting that these gears can operate at up to 50-100GHz in 

a vacuum at room temperature.
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Figure 1.1(a). A simple molecular-level machine \  A is the macrocyclic component and B and C 

are the potential threads.
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4-pyridinol 4(lH)-pyridinone

Figure 1 1(b). An example of a molecule used in electronic and colour switches exploited for its 

tautomeric property 2.

The biological world has been dominated by the idea of protein design. Ever since the 

widespread establishment of protein engineering in the early 1980s, the hope has been expressed 

that the systematic manipulation of protein structure and function can be driven by rational, 

structure-based design approaches. Over the years an impressive array of successful experiments 

has been carried out by applying qualitative rules of protein structure and function through the use 

of computer graphics. These include changes in substrate specificity 7’8, introduction of metal 

binding sites for affinity purification 9, allosteric control 10,11 and even the de novo creation of
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small proteins that adopt defined secondary structures, e.g. a-helical coiled coils 12,13 and helix 

bundles 14. Proteins have been engineered to have increased stability, for example by the 

introduction of disulphide bridges, e.g. subtilisin (an enzyme used in biological washing powders) 

and X-repressor protein 15 or by metal-mediated cross-linking I6. Several advances in rational 

structure-based design, driven by the emergence of automated protein design programs have 

occurred, e.g. in the design of a hyperthermophilic variant of the Streptococcal protein Gpl 

domain 17. This designed seven-fold mutant has a melting temperature in excess of 100°C with 

optimised core packing, an increased burial of hydrophobic surface area, more favourable helix- 

dipole interactions and improvement of secondary structure propensity. Given that the design 

algorithm is based on fundamental physical chemical principles, the prospect of applying the 

methodology to the redesign of medically and industrially important proteins is excellent.

Recently, successful attempts have been made to combine the enzyme a-chymotrypsin 

with plastics to produce chemically, mechanically and thermally stable biocatalytic plastic 

materials 18.

With these aims in mind, computational procedures have been developed for the design of 

ligand-binding sites of proteins of known structure, in particular metal-binding sites, e.g. zinc 19, 

calcium for metallobiosensors (W. Chazin, personal communication) or the introduction of metal- 

binding sites in proteins which do not normally possess them, e.g. thioredoxin 20'23. Other 

challenges lie in rational design of protein function: the systematic structure-based engineering of 

substrate specificity, catalysis and control of activity.

Computational protein engineering is still in its infancy, but ultimately such approaches 

will lead to true de novo design of protein structure in which the backbone fold as well as the 

side-chain arrangements are designed. Automated design procedures have emerged as a powerful 

tool to drive manipulations of protein structure and function, both for the study of fundamental 

principles of structure and function, and for the development of new technologies.

Rational drug design

Discovering a lead compound with therapeutic potential has often been achieved 

serendipitously or by randomly screening large numbers of samples, either natural, e.g. those 

found in soil or plants, or through libraries of synthetic compounds. Combinatorial chemistry now 

provides a means of rapidly generating the large numbers of compounds required in a short time,
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but advances in computer-based methods means that a more rational approach to drug discovery 

and design can now be taken.

Designing a potential inhibitor or improving upon a lead structure of a drug using a 

computer-based approach requires knowledge of the three-dimensional structure of the receptor. 

The structure of the receptor, e.g. protein, enzyme, DNA, is sometimes known, having been 

solved by X-ray crystallographic or NMR spectroscopic studies. In cases where this is not so, it 

may be possible to construct a theoretical three-dimensional model using comparative modelling 

techniques, so-called homology or, more strictly, comparative or similarity modelling.

If a series of active molecules exists, but with no structural evidence of how they bind, one 

assumes that ail the molecules bind in a common manner to the macromolecule and a 

pharmacophore is constructed, i.e. an abstract model indicating the key molecular features for 

binding and their spatial relationships. The pharmacophore provides the information needed to 

perform searches of structural databases for new compounds satisfying both the chemical and the 

geometrical requirements and to align compounds for use in quantitative structure-activity 

relationship (QSAR) studies or in the de novo design of new ligands. However, for most of the 

compounds in a typical database, no crystal structure is available so structure generation programs 

are used to produce one or more low-energy conformations.

Database searching, however, does not provide molecules that are truly ‘novel’ and many 

databases are biased towards particular classes of compounds, so limiting the range of structures 

that can be obtained. In de novo design, the three-dimensional structure of the receptor or the 

pharmacophore is used to design new molecules, either manually, in collaboration with synthetic 

chemists or using computer-aided automated approaches.

In a manual process, a three-dimensional structure of the target receptor with a substrate 

or ligand bound is ideally available to give detailed information of the conformation the ligand 

adopts and the interactions important in binding. This obviously suggests how they can be 

improved upon by molecular modelling and/or intelligent guesswork. Sometimes if only the 

structure of the natural substrate bound is available, this can be used to speculate on potential 

inhibitor structures and interactions.

In de novo design there are two basic types of algorithm. The first has been described as 

‘outside in’ methods 24. Here, the binding site is first analysed to determine where specific 

functional groups might bind tightly. These groups are then connected together to give molecular 

skeletons which are then converted into ‘real’ molecules, e.g. the programs SPROUT 25, LU D I26
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and CAVEAT 21. In the ‘inside out5 approach, molecules are grown within the binding site using 

randomly selected fragments, under the control of an appropriate search algorithm. Each 

suggestion has its inter- and intra-molecular energy evaluated and high-energy structures are 

rejected, e.g. LEAPFROG (in SYBYL, Tripos). The results of any computer-aided design process 

should be viewed with caution and the practicality of suggestions checked for accurate binding 

predictions, valid geometric and steric conformations, synthetic feasibility etc.

Once a lead compound has been identified, a programme of chemical modification is 

undertaken to enhance its properties. It must be remembered that an inhibitor is not a drug, and 

account must be taken at an early stage of potential metabolism, chemical stability (e.g. to water, 

light, oxygen), toxicity, solubility and drug-delivery problems.

An impressive example of the application of structure-based methods was the design of an 

orally active inhibitor of the HIV protease by a group of scientists at DuPont Merck 28. The 

starting point of their work was a series of X-ray crystal structures of the enzyme with a number 

of inhibitors bound. From these, a three-dimensional pharmacophore was generated and used to

search a subset of the Cambridge Structural Database. One of the hit molecules was chosen as a
/

lead compound and further modelling studies based on the X-ray structure were performed to 

predict the optimal stereochemistry and the conformation required for optimal interaction with the 

enzyme. A D-phenylalanine-derived cyclic urea with />hydroxymethylbenzyl nitrogen substituents 

was eventually chosen for clinical trials (Figure 1.2).

Ph /  Ph
HO OH

Figure 1.2 ‘DMP 323’, the DuPont merck compound chosen for clinical trials against HIV 

protease as a result of rational inhibitor design 2S.

In contrast to rational drug and ligand design for proteins, the situation for nucleic acid 

ligand design is less advanced, but is rapidly gaining momentum with therapeutic interest being
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focussed on ligand binding to prevent transcription and thus production of proteins, e.g. those 

implicated in disease. Many DNA-binding ligands exist, but there are few specific ligands 

described for RNA beyond metal ions, polyamines and a few organometallics directed at thiol 

bases. DNA ligands have been designed to bind, intercalate, damage or cleave DNA, e.g. by 

binding in the major or minor grooves, intercalating or acting as base analogues. Metal ions often 

play a part in cleavage reactions. Small molecules have also been made that mimic the destructive 

oxidation of DNA such as can occur with carcinogenic chemicals and ultra-violet light 29. Some 

such molecules intercalate into DNA and, when exposed to high-energy light, cleave DNA by a 

photo-oxidation process as if it were a pair of light-activated scissors, thus revealing natural weak 

spots. A set of chemicals has also been built based on modified antibiotics shaped like hairpins 

that can switch off specific genes 29. By changing the arrangement of ring structures in the 

hairpins, the molecules can bind to specific DNA sequences and even distinguish each of the four 

base pairs. These molecules have been designed to lock in specific ways to DNA’s superstructure 

and have opened up new ways to study and manipulate DNA.

This thesis applies rational molecular design to three situations:

■ in experimentally determining a three-dimensional structure of a potentially therapeutic nucleic 

acid derivative by NMR spectroscopy

■ constructing a three-dimensional molecular model of a protein by molecular homology or 

comparative modelling and from this designing potential lead ligands

■ in the use of a docking algorithm to evaluate enzyme-ligand interactions and rationalise the 

binding with experimental data with a view to manually designing improved inhibitors.
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1.2 OVERVIEW OF THESIS

The overall objective of this thesis is to apply a range of computational and molecular 

modelling techniques to different problems in rational molecular design and three-dimensional 

structure determination. The work consists of three sections.

The first chapter involves the use of one- and two-dimensional NMR and molecular 

modelling techniques to elucidate the structure of a modified DNA duplex. The DNA is a model 

for a system designed to mimic the RNA-cleaving enzyme RNase A. This mimic has been shown 

to have the required RNase activity but until the studies presented in this thesis, there was no 

structural information available for the system on a firm three-dimensional level. The findings of 

this thesis can be used to suggest improvements on the nucleotide-cleavage efficiency of the 

system and aid in anti-sense drug design.

The second section describes the construction of a three-dimensional model of the basic- 

helix-loop-helix transcription factor heterodimer hypoxia-inducible factor-1, (HIF-1), by 

comparative modelling techniques. This part of the thesis provides an example of how rational 

design processes can proceed when there is not an experimentally based three-dimensional 

structure of the biological target, such as those provided by X-ray crystallography or NMR 

spectroscopic studies. HIF-1 is essential for tumour growth and development. Peptide inhibitors 

of dimerisation of HIF-1, and dimerisation inhibitors of the structurally related transcription 

inhibitor protein Id3, which is important in cellular differentiation, were designed and synthesised 

using knowledge-based semi-combinatorial chemistry. The peptides were tested for binding 

activity to the target using a range of techniques.

The final chapter probes the problem of predicting possible binding modes of families of 

inhibitors of the parasitic enzyme trypanothione reductase. This was approached using the ligand 

docking program AUTODOCK. The program is assessed in its ability to rationalise computed 

relative binding energies with in vitro data of inhibitor strength. The information obtained from 

these studies may be useful in the design of improved second generation or novel lead structures 

for anti-trypanosomal drugs.
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2.1 INTRODUCTION

2.1,1 Sequence-specific modification of nucleic acids

A promising approach for the directed action of chemically modifying reagents to the 

genetic material of the cell is the sequence-specific modification of nucleic acids by reactive 

oligonucleotide derivatives bearing covalently attached chemical groups 30'32 The general idea of 

the method is to attach a reactive group to an oligonucleotide complementary to the sequence in 

the target region of the nucleic acid to be modified 33,34. It is obvious that sequence-specific 

modification in living cells makes it possible in principle to selectively suppress the expression of a 

gene, thereby preventing the biosynthesis of specific proteins, e.g. those implicated in diseased 

states, virus multiplication. Potential applications of the sequence-specific chemical modification 

of nucleic acids in oncology, virology and other branches of pharmacology have been discussed by 

Summerton 35 and the approach was proposed and realised with the in vitro mutagenesis of 

phages and plasmids by polyalkylating RNAs complementary to selected DNA sites 36. Such 

modified oligonucleotides have found a number of applications in molecular biology and they are 

considered to have the potential to provide highly efficient and specific therapeutics, capable of 

inactivating infectious agents and of regulating biosynthetic disease-related disorders. 

Oligonucleotide analogues and derivatives complementary to specific messenger RNAs have been 

shown to inhibit expression of the corresponding genes32,37

A great variety of chemical compounds has been used successfully in the chemical 

modification of heterocyclic, sugar or phosphate moieties of nucleic acids. These include 

alkylating oligonucleotide derivatives 38'40, DNA-EDTA-Fe(II) derivatives 41,42, pyrimidine 

oligodeoxyribonucleotides 43,44, porphyrin-linked 45,46, proflavin-linked 47 and azidoprofiavine- 

linked oligodeoxyribonucleotides 48 and DNA-psoralen mono- and di-adducts 49'51. When trying to 

increase the effectiveness of reactive oligonucleotide derivatives in complicated biological 

systems, the most important problems to overcome are to increase the site-specificity and 

efficiency of target nucleic acid modification. Traditional oligonucleotide derivatives contain 

chemical groups capable of reacting with nucleic acids under physiological conditions or groups 

generating highly reactive diffusing species which cause the damage. However, the reactions of 

these groups are generally uncontrolled and oligonucleotide derivatives can affect non-target 

nucleic acid and non-nucleic acid biopolymers, thereby creating unwanted side effects. Moreover, 

to target uniquely a stretch of DNA in the human genome would need a complementary
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oligonucleotide sequence match of about 15-18 base-pairs, a very long species in terms of drug 

delivery. The hybridisation in vivo of the probing oligonucleotide sequence must also occur within 

a narrow window of physiological conditions. Under such conditions, the long oligonucleotides 

required not only have the problem of cellular uptake and survival, but can also form numerous 

imperfect complexes to non-target nucleic acids sequences 52. Problems in obtaining a high yield 

are also associated with the synthesis of any long polymer in a pure state.

Some approaches directed towards improving site-specificity and efficiency of antisense- 

analogous systems designed to modify nucleic acid targets have been proposed 53‘56.

(i) The first approach is based on the use of binary systems of oligonucleotides conjugated to 

relatively inactive precursor groups that can form an active complex when two components are 

located next to each other, due to simultaneous binding in the adjacent sites of the nucleic acid 

target (Figure 2.1).

Since the oliogonucleotides bear relatively unreactive groups (R and S), which are 

activated only on complex formation, they can be expected to produce fewer non-specific effects 

due to interaction with non-target biopolymers, thus improving site-specificty. The advantage of 

this system is a higher modification specificity, because it is determined by recognition of two 

oligonucleotide components, which bind to the target independently and it may be ‘switched on' 

in controlled conditions when the components are correctly aligned. Each of the oligonucleotide 

components is long enough to avoid non-specific hybridisation under physiological conditions so 

increasing efficiency. Two shorter polymers also have synthesis and delivery advantages over one 

long chain.

This approach has been demonstrated in the photolabelling of DNA 56-60. The binary 

system here consists of a photosensitising group (S), e.g. pyrene and a photoreactive group (R), 

e.g. arylazide which can be activated by UV light or by the photosensitising group after the 

independent hybridisation of shorter oligomers with the DNA target. (For examples, see Figure 

2.1). The photoactivated arylazide generates an arylnitrene and efficiently covalently labels the 

target nucleic acid strand. The yield of photo-labelling increased from 33% for a single 

oligonucleotide complementary to the target, to 65-68% for the full binary system 57,58

(ii) The second approach involves equipping antisense oligonucleotides with reactive groups 

capable of irreversibly damaging nucleic acids to improve inhibitory potential of the compounds.

The non-enzymatic sequence-specific cleavage of single-stranded DNA has already been 

achieved 61. However, no non-radical damaging methods have been described and radicals can
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Figure 2.1. The binary system approach to sequence-specific nucleic acid 
modification. R and S are photoreactive and photosensitising 
groups, respectively.
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produce unwanted reactive by-products and react with other biopolymers. DNA possesses several 

systems of repair enzymes that remove and replace the damaged part of the strand so a 

modification could be potentially reversed. RNA does not have such repair mechanisms and 

therefore appears a more attractive target. Retroviruses, e.g. HIV, do not possess DNA and so 

any potential drug-induced nuclei acid modification would have to target RNA. tRNA-binding 

antibiotics already exist, e.g. distamycin. The RNA part of ribosomes is also a target of antibiotic 

action.

2.1.2 RNA Cleavage

An ideal reactive group for antisense oligonucleotides targetted to RNA would be a group 

capable of cleaving RNA catalytically 62. In this case the possibility of the reactions of the 

compounds with bio/polymers other than RNA could be eliminated and a catalytic turnover of the 

oligonucleotide derivative would provide high antisense efficiency. Ribozymes are catalytic RNA 

molecules that promote a variety of reactions including the hydrolytic cleavage of RNA and DNA 

53-65 rpbis class of enzymes requires divalent metal ions for structural and catalytic purposes. RNA 

cleavage has been achieved by DNA-linked europium (III) texaphyrin 66 and DNA modified with a 

terpyridine derivative 67, designed to mimic ribozymal activity. Ethylenediamine bound to DNA 

has been found to selectively hydrolyse the complementary tRNA strand 6S, and peptide-acridine 

conjugates have also been designed with ribonuclease activity69.

Another approach to achieving irreversible damage to RNA is to design small RNA cleaving 

catalytic groups by mimicking the active centres of ribonucleases (RNA-cleaving enzymes) using 

organic molecules. RNase A is structurally well characterised 70,71 and contains two essential 

histidine residues in its catalytic centre 62,72(Figure 2.2).

The two imidazole rings of His-12 and His-119 act as the acid and base catalysts in RNA 

cleavage. The pKa of histidine is normally close to a value of 7 so exists in partially unprotonated 

(imidazole) and protonated (imidazolium ion) forms in solution and these two forms must coexist 

for an efficient reaction. The reaction rate therefore displays a pH dependence and occurs in two 

stages as shown: chain cleavage to form a cyclic phosphodiester and ring opening by attack of 

water.

Non-specific RNA catalysis has been observed in imidazole buffer 73 and molecules have 

been designed to incorporate two histidine moieties to mimic RNase A activity by linking two 

histamine units by a single chain, or via an intercalating phenazine derivative 74,75, or by
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Figure 2.2. Mechanism of action of ribonuclease. The two imidazole rings 
of Hisl 2 and Hisl 19 act as the base and acid catalysts, 
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conjugating imidazoles to a polycationic spermidine of variable length and flexibility 75,76. RNA 

cleavage has also been induced by a Zj/s-alkylguanidinium receptor11.

Specificity has been achieved by attaching an imidazole ring to a strand complementary to 

the target nuclei acid with the second imidazole being provided by the buffer 15,16, or having a
* • * • • • 'fg 70 ,diimidazole construct with both imidazoles on the complementary strand ’ ’ (Figure 2.3). 

These modified oligonucleotides have been used to achieve specific cleavage of yeast tRNAphe 80 

and of a Leishmania mini-exon sequence 78. Cationic conjugates bearing imidazole residues have 

also recently been described which cleave lRNA under physiological conditions 81 .

By mimicking RNase A, the problem of modifying one specific biopolymer is overcome, 

but the challenge of targeting a long nucleic acid sequence still remains. An obvious answer is to 

produce a system combining both suggestions above, i.e. a binary system consisting of two 

oligonucleotides complementary to the target sequence, each bearing an imidazole construct. This 

has been achieved by V. Vlassov et a l , using many different linker groups (personal 

communication). One of the most efficient is shown in Figure 2.4. The 12-mer target sequence is 

the universal 5' sequence of mRNA of the pathogenic parasite Leishmania amazonensis. The two 

complementary 6-mers are equipped with alkylimidazole groups which form the cleaving system 

by juxtaposition of the components when they are simultaneously bound at adjacent sites of the 

target. Specific cleavage is observed opposite the site of alkylimidazole attachment on the 12-mer 

target strand.

2.1.3 Aims

Insight into the mechanism of this so-called binary system requires the investigation of the 

mutual spatial arrangement of the components in the system. Our laboratory has already described 

the solution structures derived from NMR spectroscopic data of the photoactivatable pyrene- 

arylazide binary system 60. However, there is no high-resolution structural information available 

for any binary system with cleaving potential, such as the non-aromatic alkylimidazole constructs. 

Therefore, in this thesis a solution structural study was undertaken by high-resolution NMR 

spectroscopy of a model binary cleaving system.

In the model system the target RNA (and therefore the complementary 6-mers) had to be 

replaced by DNA analogues to prevent undesirable cleavage and permit time-demanding two- 

dimensional NMR experiments. The purpose of using such a model system was to assess the 

potential perturbing or other effects of the alkylimidazole constructs on the nucleic acid structure
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at the interface of the two short strands. The structural study of the binary photo-activatable 

system 60 showed considerable structural distortion at this point and it was important to establish 

the structure for the non-aromatic alkylimidazole constructs.

2.1.4. Applications of Nuclear Magnetic Resonance (NMR) spectroscopy in biological 

systems.

The specific interactions of biomacromolecules within themselves and with solvents, 

substrates and other solutes determine their biological functions in living systems. We can now 

systematically alter protein structure to assess structure-fimction relationships and identify and 

quantify molecular factors conferring specificity to substrate binding and important active site 

residues. This information is essential, for example, for the rational molecular design of proteins 

and the development of specific enzyme inhibitors for use in the treatment of metabolic disorders.

Although other analytical methods are available to study biopolymer structure and 

behaviour, NMR spectroscopy is a veiy powerful and versatile tool to address these problems at 

the molecular level. The NMR method is complemented frequently by computational molecular 

modelling and studies of crystal structures. In contrast to the latter methods of X-ray and neutron 

diffraction, however, NMR allows the investigation of biopolymer structures in solution, thus 

more closely simulating the in vivo biological system. The solution conformation and dynamics of 

macromolecules, which are closely linked to their biological functions, can thus be examined as a 

function of solvent, pH, temperature, ligand/substrate concentration and ionic strength and can 

provide direct, quantitative measurements of the frequencies of motional processes. NMR has 

diverse applications in fundamental biochemical investigations, from determining the structure of 

complex carbohydrates, proteins, peptides and nucleic acids, to magnetic resonance imaging and 

in vivo studies of plants and animals (reviewed S2). Using NMR spectroscopy it is possible to 

follow the path of the polypeptide backbone of small proteins up to 10-12 kDa through the 

molecule. With 15N labels, higher molecular weight systems can be studied. The combination of 

two-dimensional (2-D) NMR techniques with genetically engineered proteins provides one of the 

most powerful approaches to understanding the principles of protein folding, protein structure, 

protein-ligand interactions and enzyme catalysis. The conformation and dynamic behaviour of 

nucleic acids can also be studied and strategies have been developed for the assignment of 

resonances in both small proteins and oligonucleotides. NMR spectroscopy can help address many 

questions concerning the functions of nucleic acids which involve the effects of sequence on
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structure and how specific sequences of DNA are recognised by regulatory proteins. With modern 

spectrometers it is possible to assign duplexes containing up to 26-28 unique nucleotides (e.g. 

83,84). ENA structures have also been elucidated (e.g. influenza virus panhandle RNA of 34 

nucleotides 85). More complex in vivo studies of cells in suspension and of organs and tissues are 

possible. NMR signals are derived from the more abundant small molecule metabolites, e.g. 

phosphates, and determination of the relative levels of these provide information on normal and 

abnormal states of tissues and organs. Magnetic resonance imaging (MRI) has developed into a 

valuable diagnostic tool in hospitals allowing soft tissues in normal and diseased states to be 

studies.

NMR hardware, computer technology and experimental design have developed to produce 

powerful NMR spectrometers capable of probing complex biopolymer structures. Because of its 

application to a wide variety of systems and because of its increasing usefulness in studying a wide 

array of problems, NMR has great future potential in the investigations of biological systems.

2.1.5. NMR techniques used in the structure determination of biopolymers

A standard one-dimensional (1-D) NMR experiment provides information on the chemical 

shifts and the spin-spin coupling fine structures of individual resonances in a spectrum. To obtain 

additional data on through-bond or through-space connectivities between individual spins, double 

or multiple irradiation experiments (by selective irradiation of a particular resonance line) must be 

used. For work with the complex, crowded spectra of biopolymers, the use of 1-D double 

irradiation experiments is naturally limited. With 2-D NMR techniques, these limitations can be 

largely overcome. The 2-D NMR experiment, first described by the Belgian physicist J. Jeener in 

1971, is now routinely used in the structural characterisation of biopolymers. In 1-D NMR 

experiments, the free induction decay (FID) is recorded immediately after the pulse during the 

detection period, t2 . If, however, the signal is not recorded immediately after the pulse but a time 

interval, ti, allowed to elapse before detection, during this time interval (the evolution period) the 

nuclei can be made to interact with each other in various ways, depending on the pulse sequences 

applied. Data are collected in two different time domains: acquisition of the FID (t2 ), and the ti 

delay which is successively incremented within a series of pulse cycles. The resulting signals 

(FIDs) thus depend on the two time variables (ti and t2 ). For each value of ti a FID recorded 

during t2 is stored, producing a data matrix, presented as a 2-D map in which both frequency axes 

describe the chemical shifts, the cross-peaks indicating which nuclei coupled. The time sequence
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of a typical 2-D NMR experiment (Figure 2.5(a)) includes three or four successive time periods. 

The preparation period usually consists of a long delay time during which thermal equilibrium is 

attained. After the first 90°x pulse and during the evolution period ti, the nuclei may be subjected 

to other neighbouring spins and the spins precess under the influences of both chemical shift and 

spin-spin coupling. The ti period may be followed by a mixing period, xm, as in Nuclear 

Overhauser Enhancement Spectroscopy (NOESY) during which the magnetisation is distributed 

among the various spin states of the coupled nuclei. Finally, a second evolution (detection) 

period, t2, follows where magnetisation is detected. There are two main types of 2-D NMR 

experiments: shift correlation through bonds (J-correlation, e.g. COSY) and shift correlation 

through space (e.g. NOESY). The following section briefly describes these methods and a few 

important variants.

2.1.5.1. Shift-COrrelation *SpectroscopY(COSY)

Shift correlation spectroscopy (COSY) produces correlation maps (spectra) that display 

the connectivity of nuclei by scalar spin-spin coupling and thus provides information on proximity 

of nuclei along chemical bonds. Both frequency axes contain chemical shifts and cross-peaks 

indicate which nuclei are spin-spin coupled i.e. joined by a bond. The COSY pulse sequence 

contains only two 90°x pulses separated by the evolution time ti (Figure 2.5(b)). The first pulse 

produces transverse magnetisation (Mz) and the protons acquire phases that differ according to 

the differences in their respective chemical shifts and ./-coupling interactions. The second 90°x 

pulse causes the mixing of spin states within a spin system and moves the ̂ -component of M z into 

the negative z-direction while the x-part remains in the x,y plane for detection. The intensity of the 

detected signal depends on the orientation of the vector Mz at the end of the evolution time, which 

is determined by the Larmor precession frequency.

In the presence of spin-spin coupling the second 90° pulse not only affects transverse 

magnetisation, but also leads to population changes for the various transitions in the spin system 

and causes the magnetisation arising from one proton transition during ti to be distributed among 

all other transitions associated with it. Fourier transform of this data yields a spectrum with two 

frequency axes. The ‘off-diagonal5 peaks represent the spin-spin coupling between the protons 

and peaks on the diagonal represent unperturbed magnetisation.

COSY is an essential tool in helping to ascertain which atoms are physically joined. 

Protons separated by up 4 or 5 bonds can give rise to cross-peaks in the spectrum. The COSY
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Figure 2.5. General pulse sequence schemes for some 2-D NMR experiments (adapted 86). 
All consist of three or four successive time periods. Thermal equilibrium is
attained in the preparation period. A 90° pulse follows and during the evolution 
period, tj, the nuclei may be subjected to other neighbouring spins. A mixing
period, xm, allows the magnetisation to be distributed among the various spin 
states of the coupled nuclei. Magnetisation is detected in the final period, t2.
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pulse sequence has been modified to yield different information, e.g. double-quantum filtered 

(DQF) COSY to eliminate singlet signals, identify spin systems and determine ./-couplings, 

COSY-45° for the reduction of diagonal signals, delayed or long-range COSY (COSY-LR) to 

emphasize small couplings and exchange (E) COSY to only detect connected transitions and thus 

accurately measure J  values. These methods are described in standard NMR texts. Only DQF 

COSY is outlined below.

2.1.5.2. Quantum transitions and phase coherence

Transition between energy levels of a spin system requires a change in the spin quantum 

number. Quantum mechanical selection rules allow single-quantum transitions, i.e. a change in the 

spin quantum number of +/-1. Double-quantum and zero-quantum transitions are not allowed, but 

their involvement may be considered in relaxation processes. When a 90°x pulse is applied to a 

sample at equilibrium, the net longitudinal magnetisation (Mz) vanishes {i.e. the population 

difference between the a  and p spin states) and transverse magnetisation is created in the x,y 

plane. A phase coherence is now said to exist between the a  and p states of the nucleus, since 

they precess coherently with the same phase. The coherence is termed single-quantum coherence 

because the states are separated by a quantum number difference of 1. This causes a precessing 

net magnetisation of the nucleus, which can be detected in the form of a signal.

If a sequence of pulses creates two states, a a  and pp, which are phase coherent, double­

quantum coherence is said to have been created. Similarly, in more complex spin states, coherence 

can be created between states differing by higher quantum numbers. The quantum mechanical 

selection rule stipulates that such multiple-quantum coherences do not give rise to detectable 

magnetisation, detectable signals resulting only from single-quantum transitions, and so for signals 

to be detected by the receiver, the coherence transfer must end with single-quantum coherence. 

Quantum transitions must therefore be converted into single-quantum coherence before detection 

by appropriate phase cycling procedures.

2.1.5.3. Double-Quantum Filtered COSY (DQF COSY)

One problem associated with COSY spectra is the dispersive character of the diagonal 

peaks, which can obliterate the cross-peaks lying near the diagonal. Moreover, if the multiplets 

are incompletely resolved in the cross-peaks, then because of their alternating phases an overlap 

can weaken their intensity or even cause them to disappear. In DQF COSY spectra, both diagonal
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and cross-peaks possess antiphase character, so they can be phased simultaneously to produce 

pure 2-D absorption line shapes in both. In practice this is done by applying a third 90°x pulse 

immediately after the second (mixing) pulse (Figure 2.5(c)). This third pulse converts the double­

quantum coherence generated by the second pulse into detectable single-quantum coherence. 

Only signals due to double-quantum coherence are inverted by the third pulse. If the receiver 

phase is correspondingly inverted only signals due to double-quantum coherence will be detected. 

Since all other coherences are filtered out, only the desirable double-quantum coherences will be 

modulated as a function of ti and yield cross-peaks in the 2-D spectrum. This significantly 

simplifies the COSY spectrum. Solvent signals which cannot generate to double-quantum 

coherence and signals due to triple-quantum coherence (as in a three-spin system) do not appear. 

Direct connectivites are represented by pairs of signal situated symmetrically on the two sides of 

the diagonal; remotely connected or magnetically equivalent protons will appear as lone 

multiplets.

Since the DQF COSY technique produces a simplified spectrum of direct connectivites, J- 

couplings can be determined, and thus torsion angles and the stereospecific assignment of 

protons, e.g. in sugar rings,

2.1.5.4. TOtal Correlation .SpectroscopF (TOCSY)

Total correlation spectroscopy (TOCSY) is a powerful tool in structure elucidation since 

it allows scalar couplings to be observed over longer distances than COSY. The pulse sequence is 

shown in Figure 2.5(d). Only one 90°x pulse is applied, followed by a mixing time before 

detection. During the mixing time, isotropic mixing occurs and the interactions with the external 

magnetic field and thus the chemical shifts, are practically eliminated and scalar coupling between 

nuclei dominates. Magnetisation transfer proceeds beyond the adjoining, directly coupled nuclei, 

is relayed to remoter nuclei and finally progresses through the complete scalar coupled network of 

nuclei in the molecule. Cross-peaks in the final 2-D spectrum are therefore seen from protons 

separated by more than three bonds. Short (20-50ms) mixing times yield primarily cross-peaks of 

strongly coupled protons, e.g. vicinal and geminal protons and a COSY-like spectrum is obtained. 

Longer times, (100-3 00ms), allow magnetisation transfer to remote protons of the spin system. 

(The physical basis for the Homonuclear Hartmann-Hahn experiment (HOHAHA) is quite 

similar).
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In practice it is convenient to record spectra at mixing times of e.g. 20, 40, 60 and 100ms. 

Slices are then taken at specific chemical shifts at the various time intervals. This yields highly 

informative plots of the spread of magnetisation from key points in the molecule to adjoining 

regions in the same spin system, thus providing a powerful tool for structure elucidation. It is 

possible to divide the NMR spectrum into many sub-spectra, each corresponding to the NMR 

spectrum of a separate spin system, i.e. molecular fragment.

2-D spectra require a considerable amount of measuring time so 1-D variants are 

attractive alternatives. Methods with selective excitation are the most useful and sometimes are 

sufficient to complement the information from other sources. The selective 1-D TOCSY 

experiment has a large potential for applications in spectral analysis of oligosaccharides and 

oligonucleotides where, for example, in a complicated spectrum the signal of a single proton is 

observed separately and can be used as a starting point of the magnetisation transfer process.

2.1.5.5. Nuclear Overhauser Effect SpectroscopY (NOESY)

The NOESY experiment is one of the most important techniques available in biological 

spectroscopy, since under the correct conditions a complete set of short-range (<5A) through- 

space connectivities can be obtained for a macromolecule. This is therefore the primary method 

for solving a complete solution structure.

Whereas COSY spectroscopy is based on shift correlation through bonds, in nuclear 

Overhauser spectroscopy (NOESY) cross-peaks are produced from protons interacting in space. 

In the three-pulse sequence for the NOESY experiment (Figure 2.5(e)), the first 90°x pulse bends 

the longitudinal z-magnetisation to the y-axis. In the subsequent ti time period this magnetisation 

precesses in the x,y plane. The second 90°x pulse rotates the magnetisation to the x,z plane. During 

the subsequent mixing period Tn„ z-magnetisation components exchange at a rate determined by 

cross-relaxation between the spins. The exchange of magnetisation during the mixing time is 

based on the nuclear Overhauser effect (i.e. the variation in intensity of the resonance signal of 

one nucleus when another nucleus lying spatially close to it is irradiated, with the two nuclei 

relaxing each other via a direct through-space coupling interaction). Since this process depends in 

part upon the distance between the nuclei, the cross-peaks correlate resonances which are 

through-space coupled and the exchanges will appear as cross-peaks on either side of the diagonal 

in the final spectrum. Finally, a third 90°.x pulse regenerates detectable magnetisation in the x,y 

plane where each vector precesses with its characteristic Larmor frequency. The diagonal peaks
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which appear in the final spectrum are generated by magnetisation which fails to migrate during

T'tn-

As with COSY, other techniques exist which are based on NOE techniques, e.g. ROESY 

which separates chemical and NOE information, MINSEY (NOESY with suppression of spin- 

diffusion pathways).

Multiple conformations

Unlike crystallography, NMR gives us information on multiple molecular conformations 

that may exist, thus, structural interpretation is not misleading by being biased towards one 

conformational state. Sometimes, more than one member of a conformational family can give rise 

to cross-peaks and their conformations can be established. In other cases, the flexibility of 

multiple conformations causes line broadening and no cross-peaks are found. Information on 

flexibility can be obtained by observing relaxation rates.

Two macroscopic magnetisations are distinguished in an NMR experiment, the 

longitudinal magnetisation along the z-axis and the transverse magnetisation along the x,y plane. 

Both are subject to relaxation phenomena, i.e. their magnitudes are time-dependent.

2.1.5.6. Longitudinal relaxation

A system at equilibrium has a population difference between the different spin-states. 

Immediately after exposing the spins of a sample to an external magnetic field, they exist in a non­

equilibrium state. The build-up of the initial equilibrium magnetisation Mo, i.e. to re-establish the 

original equilibrium state between the populations of the ground and excited states, requires a 

time T\, During Th energy is transferred from the spins to the environment, the so-called lattice, 

by a process called longitudinal or spin-lattice relaxation. T\ is the longitudinal or spin-lattice 

relaxation time. The variation of the z-component of the macroscopic magnetisation obeys a first 

order differential equation (Equation (2.1)):

dM J  dt = (Mo - M z) / T\ Equation (2.1)

Longitudinal relaxation is the return of longitudinal (z) magnetisation of the perturbed 

state to its original state Mz(0), l/7i is thus the rate constant for this transition. For such 

relaxation to occur, the nuclei must be exposed to local oscillating magnetic fields some of whose 

frequencies can exactly match their respective precessional frequencies, e.g. in the magnetic 

moments of other protons present in the same tumbling molecule. Since the molecule is
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undergoing various translations, rotations and internal motions, there is virtually a continuum of 

energy levels available and energy exchange can occur readily between the nucleus and the lattice 

through such dipole-dipole interactions.

Short relaxation times broaden resonance lines because the lifetime of nuclei in the excited 

state is decreased which causes an uncertainty in the determination of the energy difference. 

According to the uncertainty principle AEAt » h and with AE = M v  this leads to AvAt «l/27t or 

Av= 1/271 A/ for the uncertainty in the determination of the resonance energy. The line-width is 

therefore proportional to 1/A/ or 1/Ti. In organic liquids Ti for protons is generally in the order of 

a few seconds or less so that spin-lattice relaxation contributes not more than 0.1 Hz to the line- 

width, but observed line-widths are larger and may amount to several kHz in the case of solids.

It is important to determine Ti values so that pulses can be applied for exactly the correct 

length of time to flip the magnetisation by the required angle. A slight deviation from the required 

pulse angle can adversely effect the outcome of the experiment so it is often advisable to calibrate 

the pulse width before the start of the experiment.

2.1.5.6.1. Ti measurements

Ti values for individual nuclei are significant parameters related to the dynamic properties 

of molecules. From the various methods available to determine Ti, the most often used is the 

inversion recovery experiment (Figure 2.6(a)). An initial 180° pulse brings the macroscopic 

magnetisation M  into the negative z-directi on (b). As a result of spin-lattice relaxation the value 

o f M decreases (c), passes through zero (d), begins to increase in the positive z-direction (e) and 

finally gains its initial value. The magnetisation can be detected by 90° pulses at Xi and x2 which 

align M along the negative or positive ̂ -direction respectively.

To convert the longitudinal magnetisation into a signal, it must be brought into the x,y 

plane by the application of a 90° pulse. If this pulse is applied very soon after the original 180° 

pulse, it will ‘catch’ the magnetisation while it is still on the -z-axis and cause it to rotate to the -  

y-axis, thereby giving a negative signal. As the evolution period, x, is increased progressively, the 

90°x pulse will ‘encounter’ the z-magnetisation as it recedes along the -z-axis to a zero value. A 

series of spectra is produced in which the signals have decreasing negative amplitudes and then 

increasingly positive amplitudes.
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Figure 2.6(a). The principle of the inversion-recovery experiment for measurement of 
spin-lattice or longitudinal relaxation time, T, (adapted 87 ).
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Figure 2.6(b). The spin-echo experiment for measurement of spin-spin or transverse 
relaxation time, T2 (adapted 87 ).
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The two signals differ in phase by 180° and thus lead to an emission and absorption line 

respectively. At time t 0 no signal can be observed since the sample is not magnetised. For this 

situation Ti can be determined from the relation To = T\ ln2.

2.1.5.7. Transverse relaxation

In addition to z-magnetisation there is a second magnetisation in the x,y plane usually 

termed transverse or x,y magnetisation (Mx>y). The time-dependence of M Xi}, usually differs to that 

observed for M z and reaches an equilibrium magnetisation with a time T2. T2 is called transverse or 

spin-spin relaxation time since the relaxation mechanism is based on an energy transfer within the 

spin system. Any transition of a nucleus between its spin states changes the local field at nuclei 

nearby at the correct frequency to stimulate a transition in the opposite direction. The lifetime of 

the spin states will be shortened by this process and therefore contribute to the NMR line width in 

a manner similar to the spin-lattice relaxation process.

In the simplest case T\ = T2 for liquids since, after resonance, the x,y component of the 

magnetisation vanishes at the same rate as the longitudinal magnetisation attains its previous value 

Mo along the z-axis. However, the transverse magnetisation can be reduced without the 

simultaneous increase in the z-component (T\ < T2). As in the case of spin-lattice relaxation, 

fluctuating fields can interact with the transverse component Mx>y, thereby reducing its magnitude. 

Magnetisation can also be readily lost due to field inhomogeneity so T2  is greatly shortened by the 

existence of multiple conformations. Line half-width (in hertz) is related to T2  (in s) by Equation 

(2 .2):

A = J -
7rT2

Equation (2.2)

where A is the resonance signal at half height. Since the decay of M x>y is caused by field 

inhomogeneity and natural spin-spin relaxation as well, one usually writes:

1 „rA £0 [ 1 
T* 2 n  T2

Equation (2.3)

55



Where the first term is the inhomogeneity contribution to the line width. If T2 is reduced, (e.g. by 

the existence of multiple conformations and exchange processes), line-width increases. 

Calculating T2  from a T2  measurement experiment and comparing it to T2  which is calculated 

from observed line-widths, can indicate that multiple conformations may exist if T2 (measured) > 

T2 (expt).

2.1.5.7.1. T2 measurements: the spin-echo experiment

The spin echo experiment is designed to measure T2  relaxation times. In this pulse 

sequence (Figure 2.6(b)) a 90°x pulse rotates the vector to lie along the^-axis (b). As a result of 

the inhomogeneity of the external magnetic field B0  the individual nuclear spins begin to fan out 

and the magnitude of the transverse magnetisation decreases (c). After a certain time (x) a 180° 

pulse is applied so that all vectors are turned around into the negative jy-direction (d). Now, 

however, their relative motion follows a course such that after a time 2 x they become focussed in 

the negative ^-direction. The resultant transverse magnetisation can now be detected in the 

receiver coil as a signal, the so-called spin echo.

The intensity of the spin echo should depend only on the transverse relaxation rate, i.e. the 

irreversible loss of transverse magnetisation during the period 2 t , since contributions of the field 

inhomogeneity to the fanning out process have been eliminated by the refocussing step. The echo 

amplitude should therefore be proportional to exp(-2x/T2). In practice, diffusion processes 

complicate the situation by changing the positions of the spins in the magnetic field, thereby 

increasing the spread of the Larmor frequencies. This complicating factor can be eliminated if, 

instead of using a single 180° pulse at time x, one uses a whole sequence of such pulses at x, 3x, 

5t, etc. (Carr-Purcell-Meiboom-Gill pulse sequence 88,89. The decrease in the amplitude of the spin 

echo which in turn is recorded at 2x, 4x, 6 x, etc., is now proportional to exp(-x/T2) and the effect 

of diffusion becomes negligible if the interval between the pulses is small.

For more detail of the NMR experiments described the reader can refer to any number of 

excellent texts available. Other techniques not discussed here are solvent suppression techniques 

and 3-D NMR experiments, e.g. TOCSY-NOESY and NOESY-NOESY which provide 

additional separation of resonances.
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2.1.6. Biomolecular structural studies

Nucleic acid and protein structure studies are often of a different nature to each other. In 

general for the DNA helix, we are interested in fairly small structural changes which are sequence- 

dependent and consequently guide protein or drug recognition. These subtle variations demand 

detailed knowledge of the structure and accurate inter-nuclear distance determinations. Often only 

an approximate, less detailed structure is required for proteins. A protein tertiary structure can 

probably be defined with moderate accuracy using restrained molecular dynamics (RMD) 

calculations without accurately determining inter-proton distances. If (nearly) all proton 

resonances of a small protein are resolved and assigned, and if the protein has a high content of a - 

helix and (3-sheet, these secondary structures can be fairly easily defined by the presence or 

absence of certain cross-peaks. The observation of relatively few ‘long-range’ cross-peaks in the 

primary sequence will serve to orientate the secondary structures relative to one another and 

generate a rough idea of the structure. RMD can then improve upon this. Structures of proteins 

with a low content of secondary structural elements are more difficult to predict and a larger 

number of accurate inter-proton distances is thus needed. More importantly in protein structure 

determination, the conformation of the active- or ligand-binding site needs to be determined with 

high resolution and can be achieved using the methods described above.

Systematic methods have been developed to obtain resonance assignments in NMR 

spectra of small proteins 9 0 - 9 4  and nucleic acids by a combination o f 2-D NOE and 2-D J~ 

correlated spectroscopy.

2.1.6.1. Assignment by isotope labelling

Through isotope labelling the NMR spectra can be modified without noticeably affecting 

molecular structure and function: isotope labelling of a particular monomeric unit affects its spin 

system so that it can be uniquely recognised. For example, by 15N enrichment of an amide 

nitrogen o f an amino acid residue, the resonance could be assigned in the 15NMR spectrum from 

its outstanding intensity. The *11 spin system could be identified from the doublet fine structure 

arising from scalar !H-15N coupling. In the I3C NMR spectrum, the adjoining carbon atoms could 

be identified from the scalar 1 5N -13C couplings. Proteins can be produced biosynthetically 

containing a selected few amino acid types in perdeuterated form {i.e. as many protons as possible 

replaced with deuterium). It is also possible to partially deuterate proteins to an extent of 

approximately 90% to observe the complete XH NMR spectrum of the residual 10% protons. The

57



line broadening through lH-!H dipole-dipole is reduced by the isotopic dilution of the protons in 

the macromolecular structure and the intrinsic loss in sensitivity is partly offset by the narrower 

lines.

Extensive NMR assignments by the incorporation of suitably isotopically enriched 

monomers is too laborious and expensive to be widely practical at present. However, sequential 

assignment procedures can be enhanced by a combination with labelling techniques. More detailed 

reviews on the sequential assignment of proteins exist (mentioned above). Here, a description of 

resonance assignments in nucleic acids (DNA) will be discussed as the NMR spectroscopic 

component of this thesis was in this field.

2.I.6.2. Proton assignment of DNA

2.1.6.2.1. Non-exchangeable protons: residue-specific assignment

The ability of the 2-D NMR methods described to assign the spectra of large DNA 

molecules is limited only by the spectral resolution of the off-diagonal cross-peaks. The bases and 

sugar rings of DNA are shown in Figure 2.7 with exchangeable and non-exchangeable protons 

labelled. The bases constitute four independent spin systems not ./-coupled to the sugar protons 

and the deoxyribose rings constitute another one. Cytidine is the only base containing vicinal 

protons on adjacent carbons: the CH5 and CH6  protons should be split into doublets, whereas the 

remaining non-exchangeable aromatic protons (AH8 , GH8 , TH5 and AH2) should appear as 

singlets. From NMR spectra of the four mononucleosides of DNA, there are 6  major spectral 

regions in which the protons generally resonate. The shifts reflect the different chemical and 

electronic environments of the nucleotide protons.

1 . 7- 8  ppm AH8 , GH 8 , AH2, CH6 , TH6

2 . 5,2-6.2ppm CH5, H I 1

3. 4.6-5.1 ppm H3'

4. 3.6-4.6ppm H4', H51, H5"

5. 1.7-3.0ppm H2', H2M

6 . 1.0-1.7ppm t c h 3

It is possible to grossly assign mono- or di-nucleotides from 1-D spectra alone.

2-D COSY (and TOCSY) techniques can detect cross-peaks between TH6  and TCH3  

protons, but given the absence of sufficiently large J-couplings between the sugar H I1, H21 and 

H2" and the base H 6  or H 8  protons, the signals of a particular sugar and those of its
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Figure 2.7(b). Intra-base connectivities.
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corresponding base need to be connected via NOEs. These connections are made as part of the 

sequential assignment procedure now described.

2.1.6.2.2. Sequential assignment of DNA from NOESY spectra

In 2-D spectra, two connectivity pathways are commonly used for assignment purposes, 

namely those formed by a series of cross-peaks between H 6  or H 8  and H I' resonances and 

pathways formed by cross-peaks between H 6  or H 8  and H21 or H2" resonances (Figure 2.8). As 

an example, Figure 2.9 shows a 2-D NOESY spectrum of a 12-mer duplex with three regions 

highlighted. A shows the region of cross-peaks that link the base proton (AH8 , GH 8 , CH6 , TH6 ) 

resonances with those of the CH5 and H I 1 protons. B shows the contacts between the same base 

protons and the TCH3 and sugar H2', H2" protons. Region C indicates the corresponding H l'- 

H2', H2" (intra-nucleotide) cross-peaks.

Each of the purine H 8  and pyrimidine H 6  protons (except those at the 5 '  termini) is close 

enough to the HI', H2' and H2" protons on two sugar residues for cross-relaxation to occur, i.e. 

the sugar residue forming part of the same nucleotide as the base proton, and the sugar ring of the 

5 '  neighbouring nucleotide. These internucleotide cross-peaks in the 2 -D NOE spectrum make it 

possible to ‘walk’ from one base proton to the next in the sequence via its HI', H21 and H2" 

contacts. (See Figure 2.9 in regions A and B). The complete cross-relaxation networks in regions 

A and B can be checked for consistency in region C where the corresponding H I'- H2', H 2 " 

(intranucleotide) cross-peaks can be observed.

The most intense peaks, corresponding to the shortest proton-proton distances, can be 

readily identified as the intranucleotide C H 6 - C H 5  or T H 6 - T C H 3 contacts which both appear in 

COSY and NOESY spectra. Each of the C H S  and T C H 3  resonances is linked to the purine H 8  or 

pyrimidine H 6  resonance of its S '  neighbour. These inter-base cross-peaks are found in region A. 

Thus, when a pyrimidine occurs in the sequence, an alternative cross-relaxation pathway exists, 

not involving sugar protons, but C H S  and T C H 3  protons as the linkage between purine H 8  and /or 

pyrimidine H 6  protons on adjacent nucleotides.

The systematic procedure requires a unique cross-peak at which to start the analysis 

supplied by the H 6 /H 8  resonance of the 5' terminal residue which is only connected to the H I' of 

its own sugar and therefore exhibits only one cross-peak, in contrast to other residues in regular 

DNA. A cross-peak can then be found which connects the H I' of the terminal residue with the 

H 6 /H 8  residue of the adjacent residue on the same strand.
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D1

Figure 2.9. 2-D NOE spectrum of a 12-mer DNA duplex to illustrate the different regions of 

cross-peaks. A shows the region linking the base proton (AH8 , GH8 , CH 6 , TH 6 ) 

resonances with those of the CH5 and HI' protons. B shows the cross-peaks between 

the same base protons and the TCH3  and sugar H2 ', H2" protons. Region C indicates 

the corresponding HI'- H2', H2" (intra-nucleotide) cross-peaks. (D1 and D2 refer to 

the F2 and FI frequency domains, respectively. Axes are labelled in ppm).
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The complete systematic assignment of the remaining sugar resonances is impeded by 

strong overlap in the H4', H5' and H5" regions, even in a 2-D spectrum. The remaining aromatic 

resonances (A-H2 ) are part of another cross-relaxation network in double-stranded DNA, which 

also includes the exchangeable hydrogen-bridged imino protons. Systematic assignment of these 

resonances is also possible by using NOEs, see below 95,9f\

The different forms of DNA, e.g. right-handed A-, B-, and left-handed Z-DNA with their 

different helix parameters (e.g. number of bases per turn, shape of major and minor groove, pitch, 

propellor twist) can be distinguished by NMR methods since they produce cross-peaks which 

have different intensities and networks of different connectivities.

2.1.6.2.3. Exchangeable protons

The amino and imino exchangeable protons of the four DNA bases are seen in Figure 2.7. 

The imino protons can be detected for DNA duplexes as the solvent is excluded from the core of 

the polymer and the protons therefore do not exchange with water. They can be observed using 

REFOPT and REFOPTNY pulse sequences. The REFOPTNY pulse sequence (Figure 2.10) 

replaces the third pulse of a conventional NOESY sequence with the REFOPT sequence 97. 

REFOPT consists of a selective 90° pulse sequence followed by a selective 180° sequence. Both 

sequence elements contain equal numbers of 0 ° and 180° pulse-shifted pulses, with flip angles 

numerically optimised to give a null effect on and close to resonance, but approximately 90° and 

180° rotations respectively for the remainder of the spectrum of interest. The overall effect is to 

give full excitation of the signals of interest, but efficient suppression o f water signals. Signal 

phases are constant except for a 180° discontinuity at the transmitter frequency. The REFOPTNY 

pulse sequence is particularly useful on spectrometers not equipped with pulse field gradients.

The distances between the imino protons of adjacent base pairs in A- and B-type helices 

are typically < 5 A so assignment can be achieved via a chain of connectivities providing a suitable 

starting point is available.

Connectivities between exchangeable and non-exchangeable protons

Exchangeable and non-exchangeable protons can sometimes be linked together to aid 

analysis. For example, the G-NH1 resonance can be connected to the C-H5 of its base pair via the 

amino protons of the cytosine base. Subsequently, through the connectivity of C-H5 with C-H6 ,
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G-NH1 is linked to the backbone proton signals. The A-H2 resonance can often be identified 

through NOE connectivity with the T(U)-CH3 proton in the same base pair.

The procedure described yields the assignment of all G-H8 , A-H 8 , T-H 6 , T-CH3, C-H6 , 

C-H5, HI', H21, H2" resonances (as well as many H3' resonances indirectly) in both strands of the 

DNA duplex. This procedure can be used for A- and B-DNA.

2.I.6.2.4. Stereospeciflc assignment of H2f, H2", H5r and H5"

The assignment of these resonances is very often based on their relative position in the 

spectrum but for irregular structures a more reliable procedure is necessary.

The H 2 1 and H2" signals can be separately identified on the basis of the intensity of their 

NOEs to H I1, provided spin diffusion effects are negligible or can be accounted for. The Hr-H2" 

cross-peaks will be more intense than the HT-H2' cross-peaks because the interproton distance is 

smaller. This is basically true throughout the pseudorotation cycle of the sugar moiety.

The stereospeciflc assignment of the H5' and H5" resonances is intimately connected to 

determination of the torsion angle y defined between atoms H4'-C4'-C5'-05'. It can be achieved 

by combining measured and J4 '5 " couplings with the intensities of NOE cross-peaks between 

the resonances of the proton pairs H3'-H5', H3'-H5", H4-H5' and H4'-H5". If both coupling 

constants and J4 '5 m are small, {i.e. ~ 2-3Hz) and assuming the normal staggered conformations 

are populated, the distances H3'-H5" = 2.4A and H3-H5' = 3.8A, so the NOE between H3' and 

H5" is more intense, thus identifying the H5" resonance. When the coupling constants are large, 

the most intense cross-peak belongs to the H3-H5' pair.

2,1.7. Determination of solution structures from analyses of NOESY spectra

After assigning the resonances to nucleotide protons, the solution structure of the 

molecule must be solved. The use of distances obtained from 2-D NOE spectra as constraints in 

either molecular dynamics or distance geometry calculations has resulted in protein and DNA 

solution structures that are compatible with those obtained from X-ray crystallography.

2.I.7.I. Interproton distance determination

The effect of cross-relaxation between two neighbouring protons during the mixing time 

period xm of the 2-D NOE experiment is to transfer magnetisation between them. This results in 

cross-peak intensities in the spectrum that are approximately inversely proportional to the sixth 

power of the distance between the two neighbouring protons. Obtaining accurate distances from
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2-D NOE intensities is complicated, however, by the occurrence o f spin diffusion. The 

neighbouring protons belong to an array of all protons in the molecular structure (Figure 2.11), 

and the cross-relaxation between the two is part of a coupled relaxation network which should be 

considered as a whole. A cross-peak between correlated protons has an intensity which depends 

primarily on this network linking them and not simply on the interaction o f the two.

R.

ir
R 5

Figure 2.11. Network of five protons in a molecule illustrating cross-relaxation rate effects 

arising from dipole-dipole interactions ( R y )  and non-dipolar relaxation ( R j ) .

Cross-relaxation during the mixing time xm is described by the equation:
dM/dt = -RM  Equation (2.4)

where M  is the magnetisation vector describing the deviation from thermal equilibrium (M  = M:-

Mo), and R is the matrix describing the complete dipole-dipole relaxation network. The diagonal

elements o f the rate matrix are the longitudinal relaxation rates (R»), while the off-diagonal

elements are the cross-relaxation rates (Ry) 98.
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R u = 2 q ^r{r,t - \ )
Tu 1̂ + (q)tJ  1 + 4 (an-,.)'

r 6y* 1 Tu
1 + +

1 + (6)TC) 1 + 4(cdtc) )

Equation (2.5)

R , = q
rfj ^l + 4(<arc):

Equation (2.6)

n, is the number of equivalent spins in a group such as a methyl rotor 

to is the spectrometer frequency in radians 

t c is the correlation time 

q = O.ly4  (h/2%)2

Equations 2.4-2 . 6  have the solution:

M(xm) = a(Tm)M(0) = e -RtmM(0) Equation (2.7)

where a is the matrix of mixing coefficients which are proportional to the 2-D NOE intensities. 

This matrix of mixing coefficients is what we wish to evaluate. The exponential dependence of the 

mixing coefficients on the cross-relaxation rates complicates the calculation of intensities (or the 

distances) so simplifications have been introduced in some of the methods of calculating of inter­

proton distances. A brief description of these follows.

2.1.7.2. The isolated spin-pair approximation (ISPA)

The simplest method of obtaining distances fi'om intensities is the isolated spin-pair 

approximation, (ISPA). This method ignores the effect of spin diffusion and the relaxation 

network of protons and assumes that a cross-peak is due to the interaction of just two protons,

i.e. spin-spin relaxation of one proton occurs through only one other proton. Gronenborn and 

Clore have reviewed this approach " . With short experimental mixing times, a cross-peak 

intensity correlating a particular proton-proton pair depends on the distance separating that pair of 

protons alone.
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Equation (2.6) can be recast into a series expansion:

«v,„)= « - Rt- « i - Rrm+ ] -r2tI  -  . . . + + . . .
2  n\

Equation (2.8)

Truncation after the second term results in a linear relationship between the measured 

intensities and the relaxation rate constants, valid for short (Tm—> 0) mixing times. This provides 

an easy method to calculate distances provided the intensities are obtained with a sufficiently short 

xm (e.g. 50-100ms). However, the use of short mixing times limits the signal-to-noise ratio 

obtainable with cross-peaks in the 2-D NOE spectrum and whenever at least one proton 

approaches either of the ‘isolated pair’ at a distance less than the distance between the pair, the 

approximation breaks down for practical values of xm for molecules with an effective correlation 

time greater than a nanosecond.

Typically, an inter-nuclear distance is estimated from a cross-peak intensity ay by making 

reference to a fixed distance rref  in the molecule and its corresponding intensity are/. The H5-H6 

distance in cytidine in constant at 2.45A, and hence these cross-peaks serve as internal 

‘yardsticks’ to which other distances can be scaled and evaluated.

Distance are calculated according to Equation (2.9):

, n 1/6

Equation (2.9)

(It is assumed that the correlation time for the distance to be measured is the same as the 

correlation time for the reference distance). However, analysis with ISPA introduces a systematic 

error; calculated distances are shorter than true distances. This is due to the neglect of all other 

protons involved in the relaxation network. Since the peak intensity is thus ascribed to two 

protons, their corresponding inter-proton distance is consistently underestimated. This method 

incurs serious errors if quantitative distances are required and as the distances become larger, the 

systematic deviation between true and calculated distances increases.

The implication of using ISPA-derived distances in RMD calculations is that the bounds, 

particularly the upper bound, may need to be relaxed more than usual. If the distances are 

systematically underestimated, the molecule, e.g. protein, may never be able to get to the vicinity 

of the global minimum.
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2.1.7.3, COmplete Relaxation Matrix Analysis (CORMA)

Accurate intensities (incorporating the effects of spin diffusion and network relaxation 

effects) can be readily calculated for a known 3-D model structure after diagonalizing the 

relaxation matrix by the complete relaxation matrix analysis procedure. This rigorous approach 

uses linear algebra, and the simplifications which arise from working with eigenvalues and 

eigenvectors of a matrix and the mathematical theory is beyond the scope of this thesis. 

Comparison between these intensities calculated for the model and intensities measured 

experimentally then allows a determination of the validity of the model structure. A program, 

developed for this calculation, CORMA 1 0 0 ’ 1 0 1 3 has been extended to include torsions in the 

structural refinement in the program COMATOSE 102,

The complete relaxation matrix analysis approach is accurate, can accommodate any size 

spin system (computer size limitations only), is not limited to any range of mixing times, 

incorporates spin diffusion and can utilise any molecular motion model.

2.1.7.4. Direct calculation of distances from experimental spectra (DIRECT)

The limitation of the trial-and-error approach using CORMA is that is it governed by the 

choice of structural models. It is capable only of discriminating between the proposed structures 

and of indicating regions of good or bad fit between the model and true solution structure. The 

‘ideal5 way to calculate distances is to directly transform the scaled intensities from the 

experimental 2-D NOE spectra into their associated dipole-dipole relaxation rates and then into 

distances 103’104. Distances can be determined directly without making the ISPA approximation 

and by using a method that is not explicitly model-dependent. Rearrangement of Equation (2.7) 

gives Equation (2,10) which shows the fundamental logarithmic relationship between the rates 

and mixing coefficients:

-In
R = -----

a(?m)
. «(°) .

Equation (2.10)

where a is the matrix of mixing coefficients which are proportional to the measured 2-D NOE 

intensities, a{0 ) refers to the diagonal matrix of intensities for an experiment with mixing time 

zero and R is the matrix of relaxation rates.
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Assuming isotropic tumbling and using Equations (2.5) and (2 .6 ), distances can be 

calculated directly from the rate matrix (via diagonalisation of the experimental NOE matrix). For 

relatively small molecules yielding spectra with a very high signal-to-noise ratio, in which most of 

the major peaks can be resolved and accurately estimated, this is the ideal method of distance 

determination. The limiting factor in the calculation is frequently the paucity of usable information 

(2-D NOE intensities) and the need for enough of both diagonal and cross-peaks to be assigned 

and accurately measured. Frequently peaks are poorly resolved and hence the intensity matrix 

used in analysis will necessarily incorporate many errors. The resulting distance matrix will 

consequently also be in error and will not represent the spatial arrangement of protons leading to 

the intensities. A significant amount of the total magnetisation is also undetectable as it lies below 

the spectral noise level. As with the ISPA method, the DIRECT approach is better when used at 

short mixing times when spin diffusion is less significant.

2.1.7.5. Iterative Relaxation Matrix Analysis (IRMA)

A useful extension of the DIRECT calculation of distances is the method of iterative 

relaxation matrix analysis (IRMA) proposed by Kaptein and co-workers 1 0 5  who have shown that 

it is feasible to substitute into the scaled matrix of observed intensities, the corresponding 

intensities calculated for a reasonable model structure. This yields a full set of mixing coefficients 

a' which can be successfully transformed to distances via Equations (2 . 1 0 ), (2.5) and (2 .6 ). Such 

an approach has been applied in an iterative manner to successfully generate solution structures
105,106

The general scheme is shown in Figure 2.12. The critical feature is the generation of the 

augmented intensity matrix which contains all the experimental intensities (which have been 

scaled) and the intensities calculated from a suitable model structure. While straightforward back- 

calculation of distances will fail in the absence of all cross-and diagonal-peak intensities, 

experimental intensities are substituted, wherever possible, into the theoretical spectrum to yield a 

full spectrum suitable for direct solution of the rate and distance matrices. This process 

incorporates all the effects of network relaxation and spin diffusion and will be relatively accurate, 

depending on how close the model is to the true structure. To improve the structure, RMD can be 

used to generate an improved model which incorporates the distance restraints generated by the 

previous pass of the intensity/distance calculation.
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Figure 2.12. Schematic diagram of the iterative relaxation matrix analysis (IRMA).
The variation introduced in the MARDIGRAS algorithm compared

107to IRMA is shown in red (adapted ).

71



By solving this intensity matrix for distances, a distance set is generated which is in 

reasonable agreement with the model, but which is also partially restrained by the experimental 

intensities. By iterating through the cycle of structure generation via distance geometry or 

molecular dynamics on one branch and the CORMA-type calculations on the other, a self- 

consistent structure is eventually reached which incorporates all the structural information 

inherent in the 2-D NOE intensities. RMD is used after obtaining distances from the substituted 

matrix to generate a new structure that is then cycled through the process again.

Use of the complete relaxation matrix methodology permits longer mixing times to be 

employed, with consequently larger intensities for weak cross-peaks and the possibility of 

measuring longer distances. However, spin-diffusion effects limit the extension to yet longer 

mixing times and larger cross-peak intensities.

It is possible to determine distances from the relaxation matrix analysis alone, prior to 

generating new structures using a program called MARDIGRAS (see below).

2.1.7.6. Matrix Analysis of Relaxation for Discerning GeometRy of an Aqueous Structure 

(MARDIGRAS)

A variant of IRMA has been developed termed MARDIGRAS 108. The variation 

introduced in MARDIGRAS compared to IRMA is shown in Figure 2.12 highlighted in red and 

utilises requirements for internal consistency in the relaxation matrix itself rather than iterating 

through the computer time-consuming RMD procedures after a single pass through the relaxation 

matrix. A more detailed flow chart of the MARDIGRAS program is shown in Figure 2.13 10S. 

With MARDIGRAS, constrained distances are used to give relaxation matrix intensities as a first 

approximation and diagonal and off-diagonal elements are required to be consistent. This yields a 

modified spectrum, which is then recombined with the experimental 2-D NOE data to produce a 

new augmented matrix.

A normalisation scheme has been incorporated based on the average fit of all 

experimental intensities to a corresponding calculated fixed-distance intensity, e.g. C-H5-C-H6 

=  2.45A. After normalisation, and during the iteration process, only cross-peak rates that 

have a corresponding observed intensity are allowed to change. Cross-peak rates that 

correspond to known distances, e.g. aromatic protons C-H5-C-H6, are not allowed to change 

and are reset to their known values at every iteration. Cross-peak rates that correspond to 

unusually short contacts (arbitrarily set to 1.5A) are reset to the minimum allowable value.
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Figure 2.13. Flow chart of the MARDIGRAS algorithm l08. The program is a loop with 
a 'forward' CORMA calculation to obtain the calculated mixing coefficients, 
ac, from either the model structure (first pass) or the iterated relaxation rates 
(all subsequent passes), and a 'back-calculation' which generates the 
iterated relaxation rates after merging the calculated and experimental 
(observed) mixing coefficients, aG. I0 refers to the observed intensities.
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Finally, after new cross-relaxation rates are assigned to the measured intensities and all other 

rates are reset to their initial values, the diagonal rate constants (Ri7) are replaced by the 

appropriate sums (cf. Equation (2.5)) based on the calculated and constrained cross-peak rates. 

This step ensures that the relaxation matrix is numerically self-consistent. After the error 

between calculated and observed intensities reaches a minimum value, the final distances are 

calculated and ranges assigned.

MARDIGRAS is relatively insensitive to the choice of starting model and relatively fast108. 

Although this method is substantially more involved than ISP A, the increase in computer time is 

small in relation to the complete structure determination process. It has been used in many cases 

to solve the solution structures of nucleic acids 109-111,

2.1.8. Summary

NMR spectroscopy is a very powerful and versatile tool in the structural studies of

biological macromolecules. An important selection of the multitude of techniques in use has been

discussed, primarily those needed for the experimental work in this chapter of the thesis.

2.1.9. Aims

The aims of the study was to evaluate the full three-dimensional solution structure 

of the binary system shown in Figure 2.4 involving the following experimental stages:

1. To record, analyse and assign the 1-D and 2-D *H NMR spectra of the individual

components and of the complete complex 1:2:3. COSY and TOCSY spectra will be used to 

allow determination of the connectivities of all J-coupling protons as members of established 

spin systems. The analysis of NOESY spectra will then allow these spin systems to be 

attributed to specific nucleotide residues and identify other aromatic protons via through- 

space dipole-dipole connectivities.

2. To investigate the thermal stability of the duplex by variable temperature NMR studies of the 

exchangeable imino proton region.

3. To determine proton-proton distance ranges from peak integrals using a full-relaxation 

matrix analysis implemented in the MARDIGRAS algorithm.

4. To use restrained molecular dynamics and minimisation calculations to refine the final 

structure.

5. To analyse the structural parameters of the final structure.
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2.2. MATERIALS AND METHODS

2.2.1. Synthesis of oligonucleotide derivatives and complex preparation for NMR 

spectroscopy

The oligonucleotides pGTATCAGTTTCT (1), 5'-dAGAAACp- Im (2 ) and Im'-5'- 

pdTGATAC (3) were kindly provided by Dr. T. Bramova, Novosibirsk, and derivatised by Dr. E. 

B. Bichenkova, University of Manchester, who also prepared the NMR samples as follows. Each 

oligonucleotide (1, 2 and 3) was lyophilised (x3) from 99.9% D20  and the chemical structures 

confirmed by 1-D ]H-NMR spectroscopy and by ^-CO SY . An equimolar ratio mixture of the 

three components of the required complex (1:2:3) was obtained by scaling the amount of each 

oligonucleotide component added to the NMR sample relative to the amount of a standard 

compound used as an internal NMR calibrant for integration (TSP). For this purpose an aliquot of 

TSP (60pl of 4mM in D 2 0 ) was added to aliquots (540gl) of each NMR sample, and the amount 

of each oligonucleotide component calculated from the 1-D ^ -N M R  spectrum relative to the 

integral area o f the TSP !H-NMR signal. The complex 1:2:3 was prepared by dissolving 2.5pmol 

of each lyophilised oligonucleotide in buffer (0.6ml of lOOrnM NaCl, lOmM NaH2 P 0 4 /Na2 HP0 4, 

pH7.20, O.lmM EDTA, 1.2mM TSP prepared in 99.9% D2 0). To investigate the imino proton 

region of the duplex 1:2:3 the sample was lyophilised (x3) from 99.9% D20  and re-dissolved in 

90% H 2 O /1 0 % D 2 0 .

2.2.2. NMR Spectroscopy and instrumentation

All NMR data were accumulated on Varian Unity 400 (400MHz) or Unity 600 (600MHz) 

NMR spectrometers equipped with Sun host computers. A dual (inverse) *H (X) probehead was 

used for proton detection. Data were processed using VNMR 4.3 software.

One-dimensional ^ -N M R  spectra of the free oligonucleotides 1, 2 and 3 and of the 1:1:1 

complex (pGTATCAGTTTCT: AGAAACp-Im:Im'-pdTGATAC, 1:2:3) were acquired at 25°C 

(400MHz). Data were collected into 32K complex data points over a spectral width of 7000 Hz 

giving a final resolution of 0.43 Hz/point. For each spectrum 128 transients were acquired with 

2.5s recycle delay during which the residual HOD resonance was suppressed by continuous, low- 

power irradiation.

Standard pulse sequences were used to acquire sets of two-dimensional NMR data for 

resonance assignment and for structural analysis including COSY, TOCSY and NOESY data
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using published protocols U 2 ' 1 1 6  Pure absorption two-dimensional COSY, TOCSY and NOESY 

data were collected with quadrature detection into 4096 complex data points for 2x512 ti 

increments with 48-64 transients being acquired for each ti increment. In the case of the TOCSY 

experiment the residual HOD resonance was suppressed by continuous, low-power irradiation 

during the recycle time of 2s. In the NOESY experiment solvent suppression was achieved by 

continuous, low-power irradiation during both recycle and mixing times. The spectral width used 

was 7000 Hz giving a final o> 2 digital resolution of 1.71 Hz/point. NOESY data were acquired 

with a mixing time of 200ms at 15°C and 25°C (to find the optimal conditions for analysis and 

assignment purposes) and with mixing times of 50, 100, 150, 200 and 500ms at 25°C (for 

conformational analyses). TOCSY data were acquired with a mixing time of 50ms at 25°C. All 

two-dimensional experiments were performed in the non-spinning mode. Two-dimensional NMR 

data sets were transformed after zero-filling in t2  to 2K data points, with apodization in both 

dimensions prior to Fourier transformation. Both 1-D and 2-D data sets were referenced internally 

to the singlet methyl resonance of TSP at Oppm.

Measurement of spin-lattice relaxation times (Ti) was performed at 25°C for some 

resolved signals of 1:2:3 using the standard two-pulse sequence inversion recovery experiment. 

Data were collected into 16K complex data points over a spectral width o f 5000 Hz, giving a final 

resolution of 0.31Hz/point. The arrayed time variable (d2) was changed over eleven steps from 

0.0625s to 64s and eight transients were acquired for each d2  increment with the recycle delay of 

40s. Measurement of the spin-spin relaxation time (T2) for the same protons was performed at 

25°C using the Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence 8 8 , 8 9  Data were collected into 

32K complex data points over a spectral width of 5000 Hz giving a final resolution of 0.32 

Hz/point. The spin-echo cycle time d2  was 2.5ms and the total echo time (x) was varied over 

thirty steps from 10ms to 300ms in 10ms increments. For each x increment, 256 transients were 

acquired with the recycle delay of 1 0 s.

REFOPTNY data were accumulated at 400MHz for the complex dissolved in H 2 0/D 20  

(90%/10%) and collected with quadrature detection into 4096 complex data points for 2 x 256 ti 

increments in hypercomplex phase-sensitive mode 117. 96 transients were acquired for each free 

induction decay. A 1.5s recycle delay and a 175ms mixing time were used in the NOESY portion 

of the pulse sequence. Data were acquired over a 14kHz spectral width in both frequency

dimrensions.
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The 1-D REFOPT pulse sequence 9 7  was used in variable temperature experiments 

(400MHz) to monitor the oligonucleotide imino proton resonance region at 400MHz. 

Temperatures of 11, 15, 2 0 , 25, 30, 35, 40, 45, 50, 52 and 55°C were used in the variable 

temperature experiments of the 12-mer duplex. The data were collected into 32K complex data 

points over a spectral width of 10kHz; 60 transients were accumulated with a pre-saturation 

period of 2 s.

2.2.3. Molecular modelling

Molecular modelling was performed using SYBYL 6.4.2, (Tripos Inc.) on a Silicon 

Graphics Indy R4400 workstation. All restrained molecular dynamics (RMD) and restrained 

minimisation calculations were performed using Kollman-All force field parameters. Initial 

structures for the duplex were constructed from canonical B-form 1 1 8  nucleic acid frameworks 

(double-stranded B-DNA). The phosphate bond between 18C and 19T was removed, and an 

additional phosphate group added to the 3' oxygen of 1 9T. The charge distribution and structural 

parameters for (3-alanylhistamine were calculated using MOP AC 1 1 9  and written into the Kollman- 

All parameter database. Two J3-alanylhistamine fragments were coupled to the 3 - and 5'- 

phosphate groups of residues 18C and 1 9T, respectively. The starting structures were energy- 

minimised in vacuo using a conjugate gradient method with initial Simplex optimisation and 

Kollman-All force field parameters to avoid unfavourable van der Waals’ interactions.

The lower and upper levels of distance constraints were evaluated based on complete 

relaxation matrix analysis 1 0 5 >I 0 7 >1 0 8 >1 2 0  using the NMR/TRIAD/MARDIGRAS module (SYBYL 

6.4.2). The lH-NOESY spectrum (xmix = 200ms, 600MHz) was used for cross-peak integration 

and the isotropic correlation time approach was used for the MARDIGRAS calculation. The 

correlation time, xc, for duplex (1:2:3), evaluated from Equation (2.11) 1 2 1 and based on the 

averaged values of Ti and T2  obtained for some resolved signals in the XH-NMR spectrum (Table 

1), was found to be 2.655ns.

xc -  2 /co [ Ti/3T2] 1 / 2 Equation (2 . 1 1 )

A total of 315 proton-proton distance-range constraints obtained from the MARDIGRAS 

calculations were incorporated into the subsequent RMD procedure. The presence of imino 

proton signals in the REFOPT spectra of the duplex showed that normal Watson-Crick hydrogen 

bonding was present for all of the base pairs of the duplex. An additional 28 distance and 36 angle 

restraints were therefore included to guarantee maintenance of Watson-Crick hydrogen bonds
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throughout the calculations (three hydrogen bonds for each of the four G-C base pairs and two 

for each of the A-T base pairs). To preserve the right-handed character o f the DNA during the 

high temperature MD calculations, backbone dihedral angle constraints were introduced 122'124. 

The force constants were maintained at 20kcalmol'IA"2, 20kcalmoflrad' 2  and 0.3kcalmol-lrad-l 

for the distance restraints, angle restraints and torsion restraints, respectively during all 

calculations. The initial velocities were assigned with a Boltzmann distribution and a lfs time step 

for the integrator. The effect of solvent was approximated by using a distance-dependent 

dielectric constant of 4s. The system was gradually heated from 1 0 0  to 600K over 6 ps (in 100K 

steps of lps each), maintained at 600K for lOps, gradually cooled to 200K over the next 6 ps (in 

100K steps of 2ps each) and finally maintained at 200K for 5ps. The restraint force constants 

were kept at 20kcalmol'1A' 2  and 20kcalmof1rad' 2  during all MD calculations. The final 100 co­

ordinate sets, arising from the last 5ps, were averaged and finally subjected to 1000 steps of 

restrained energy minimisation (an initial Simplex optimisation, followed by the Powell method 

with a gradient of O.OSkcalmol'1, Kollman-All force field) to generate the restrained structures. 

Trial runs were performed to refine the restraints.

2.2.4. Structural characterisation

All backbone torsion angles, sugar conformations and helical parameters for the final 

structure were comprehensively analysed with the program CURVES 5 . 3 1 2 5 - 1 2 7  to characterise 

the DNA structural features.
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2 .3 . RESULTS AND DISCUSSION

2 . 3 . 1 .  NMR Spectroscopy of free oligonucleotides 1 ,  2  and 3

1 -D NMR and - C O S Y  spectra, recorded for the separate oligonucleotides 1 ,  2  and 

3  at 25°C, 400MHz, confirmed their nucleotide composition and the presence o f Im and Im1 

groups in the case of 2  and 3 ,  respectively. The assignment of the Im and Im1 protons for 

conjugates 2  and 3  was based on the C O S Y  cross-signals between H a - H p ,  H p - C H 2y,  C H 2 y - C H 2 s ,  

CH2 e-CH2 a, (see following section, Figure 2.4 and Table 2.1).

Chemical Shift (ppm)

c h 2S c h 2 e C H 2y c h 2 , H a H p

Free Im (a) 3.37 3.03 2.80 2.50 8.65 7.21

AGAAACp-Im 3.51 3.23 2.94 2.65 8.59 7.27

Im'-pTGATAC 3.45 2.97 2.87 2.32 8.53 7.24

AGAAACp-Im 
in duplex 1 : 2 : 3

3.50 3.24 2.92 2.65 8.40 7.12

Im'-pTGATAC 
in duplex 1 : 2 : 3

3.38 2.95 2.87 2.33 8.40 7.12

(a) -  Spectrum recorded in methanol (400MHz) at 25°C

Table 2.1. Chemical shifts of Im and Im ’ protons for free alkylimidazole groups in methanol, 

when coupled to the respective hexamer (AGAAACp-Im and Im'-pTGATAC) and 

after hybridisation of conjugates 1  and 2  with target oligonucleotide 3 .  See Figure 2.4 

for proton identities.

2 . 3 . 2 .  Qualitative NMR analysis of the 1 : 1 : 1  complex of 1 : 2 : 3

The first stage of the structural analysis of complex 1 : 2 : 3  was the assignment of non­

exchangeable protons by means of COSY and TOCSY spectra, allowing determination of the 

connectivities of all A-coupled protons as members of established spin systems (H5 and H 6  

protons of cytosines, CH3 and H 6  protons of thymidines and sugar ring protons). To assign these 

spin systems to specific nucleotide residues and to identify other aromatic protons, through-space
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dipole-dipole connectivities were analysed using ^-N O ESY  data. Figure 2.14 shows the full 

600MHz ^-N O E SY  spectrum of complex 1:2:3 recorded at 25°C at a 200ms mixing time. 

Qualitative analysis of the NOESY spectra suggested complex 1:2:3 to have the right-handed 

form of DNA. Thus, the assignment of aromatic, methyl and sugar-ring protons was peiformed 

using the established walk strategy 1 2 8  summarised below (see also Figure 2.8);

N s  ( H 6 / H 8 / H 5 / C H 3 )  o  N { ( H 1 7 H 2 ' / H 2 " )  < - »  N i+ i ( H 6 / H 8 / H 5 / C H 3)

N m  ( H 6 / H 8 )  < - »  N i  ( H 6 / H 8 )  N i+ i ( H 6 / H 8 )

N j  ( H 6 / H 8 )  < - >  T i + i ( C H 3)  O  T i+1 ( H 6 )

N j  ( H 6 / H 8 )  C i+ i ( H 5 )  C i+ 1 ( H 6 )

N ;  ( H l ,/ H 2 ' / H 2 " )  N i  ( H 3 7 H 4 y H 5 y H 5 " )

where N = any nucleotide residue, T = thymidine, C = cytidine

The expanded sections of the NOESY spectrum containing the regions for the H 6 /H 8  - 

Hl'/H5 protons are presented in Figure 2.15(a) and (b), with the sequential assignment shown for 

the 12-mer and for the two hexamers. Assignments are summarised in Tables 2.2 and 2.3, 

respectively. The cross-peaks corresponding to intra-nucleotide interactions H1-H8/H6 and 

cytidine H5-H6 are marked by the appropriate nucleotide symbol.
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Figure 2.14. ‘H-NOESY spectrum (600MHz, mixing time 200ms, 25°C) of complex 1:2:3 

in lOOmM NaCl, lOmM NaH2 P0 4 /Na2 HP0 4 , pH7.20, 0.1 mM EDTA and 

1.2mM TSP, prepared in 99.9% D2 0. (D 1 and D2 refer to the F2 and FI 

frequency domains, respectively. Axes are labelled in ppm).
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Figure 2.15(a). Expanded region of the 'H-NOESY spectrum (600MHz, mixing time 200ms, 25°C) of
complex 1:2:3, showing the H6/H8 - H1VH5/H3' resonance region. Buffer composition

was as described for Figure 2.14. The sequential assignment of oligonucleotide protons

for the 12-mer is shown. The cross-peaks corresponding to intranucleotide interactions

HT-H8/H6 and cytidine H5-H6 are marked by the respective nucleotide symbols.
82



FI
 

(p
pm

)

5’ . 'g  - 2T - 3A - 4T - 5C - 6A - 7G - 8T - 9T - 10T - “C -l2T - 3'
3' - l2C- 23A- 22T- 21 A- 20G- 19T i8C - l7A-l6A -15A -14G -13A - 5'

Im' Im

7 _

8 _

&
Q

T12

T8 T4
7 0

T22 C18(H5-H6)

CH
C24 C18 T19T19

T2

C24(H5-H6)

o
C5

C5(H5-H6)

Cll(Htf-H6)

G20

t f c
A17 " 

A21 A6

A13
G1 A16

A15

A3
A23

G14
-0

o
o

F2 (ppm)

Figure 2.15(b). Expanded region of the ’H-NOESY spectrum (600MHz, mixing time 200ms, 25°C) of 

complex 1:2:3, showing the H6/H8 - H17H5/H3' resonance region. Buffer composition 

' was as described for Figure 2.14. The sequential assignment of oligonucleotide protons 

for the 6-mers is shown. The cross-peaks corresponding to intra-nucleotide interactions 

Hl'-H8/H6 and cytidine H5-H6 are marked by the respective nucleotide symbols.
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lG 2rp 3A 4T 5C 6A 7G 8rp 9T uc 12̂p

H6/
H8

8.08 7.34 8.31 7.11 7.42 8.11 7.47 7.13 7.40
(b)

7.46 7.59 7.50

HI* 5.97 5.73 6.25 5.82 5.38 5.98 5.77 5.94 6.07 6.06 6.10 6.19

H5/
c h 3

- 135 - 1.32
(b)

5.53 - - 1.21 1.52 1.61 5.73 1.69
(b)

H2 2.69 2.24 2.67 (c) 1.99 (c) 2.66 2.04 2.12
(b)

2.10 2.24 2.26
(b)

H2" 2.76 2.51 2.90 2.37 2.32
(b)

(c) 2.81 2.49
(b)

2.57 (c) 2.44
(b)

2.45

H3 4.90 4.88 4.97 (a) 4.77 (a) 4.96
(b)

(a) 4.83 4.96
(b)

4.82 4.52

H4 4.30 4.20 4.40 4.78 (a) (a) 4.84 4,79 (a) 4.42 (a) 4.40

H5 3.90 4.14 4.25 4.09
(b)

4.05 (a) (a) 4.26 4.12 4.15 4.15 4.10

H5" 3.86
(b)

4.08 4.09 4.09
(b)

4.05 (a) (a) 4.18 (a) 4.04 (a) 4.01

(a) The signal was not detectable

(b) The signal was very broad or of low intensity

(c) The signal was in a crowded region and therefore not assigned

Table 2.2. Chemical shifts of the non-exchangeable protons of the 12-mer component (1) in

complex 1:2:3 at 25°C, pH7.20 in lOOmM NaCl, lOmM NaH2P 0 4 /Na2H P04, O.lmM 

EDTA, 1.2mM TSP, prepared in 99.9% D20.
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13a 14g I5A 16a 17a I8C 19rji 20g 21a 22rp 23a 24C

H6/
H8

7.92 7.77 8.08
(b)

8.05
(b)

8.02
(b)

7.14 7.33 7.83 8.12 7.10 8.20 7.30

HI 5.78 5.07 5.78 5.83 6.05 5.83 5.74 5.47 6.14 5.56 6.19 6.00

H5/
c h 3

- - - - - 4.98 1.39 - - 1.35 - 5.29

H2 2.23
(b)

2.56 (c) (c) 2.48 1.93
(b)

1.85 2.60 2.56
(b)

1.91
(b)

2.61
(b)

2.03
(b)

H2 2.42 2.56 (o) (c) (c) 2.28 2.36 2.69 2.83 2.30 2.79 2.11
(b)

H3 4.99 4.88 4.99
(b)

(a) 4.97 4.91 4.79 4.93 4.93 4.93 4.95 4.95

H4 4.72 4.22 4.35
(b)

4.36 4.35 (a) (a) (a) 4.39 4.79 4.33 4.40

H5 3.60 (a) 4.10 4.17 (a) (a) (a) 4.26 4.17 4.07 4.09
(b)

4.00

H5 3.60 2.57 4.03 4.17 3.99 (a) (a) 4.16 4.17 4.07 4.06
(b)

3.97

(a) The signal was not detectable

(b) The signal was very broad or of low intensity

(c) The signal was in a crowded region and therefore not assigned

Table 2.3. Chemical shifts (ppm) of the non-exchangeable protons for components 2 and 3 in 

complex 1:2:3 at 25°C, pH7.20 in lOOmMNaCl, lOmM NaH2 P 0 4 /Na2 HP0 4, O.lmM 

EDTA, 1.2 mM TSP, prepared in 99.9% D20.

Under the experimental conditions used at 25°C, oligonucleotides 1, 2 and 3 form a tight, 

specific complex without visible fraying at the ends. This conclusion is based on the high intensity 

of the cross-peaks originating from the terminal base-pairs, viz, the following interactions: 

1G(H8)-1G(H1I/H2,/H2,,)) 1G(H1,/H2,/H2")-JT(H6), l2T(H6)-

nT(Hl’/H27H2"), 13A(H8)-13A(H1'/H2'/H2"), 13A(H1'/H2'/H2")-14G(H8), 23A(H1'/H2'/H2")-

24C(H6) and 24C(H6)-24C(Hr/H2'/H2").
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Uninterrupted connectivities were observed between aromatic and sugar ring protons 

along both nucleotide chains of the duplex, including in the gap from l8C to 19T. The cross-peaks 

corresponding to the interactions between 18C(H1') and 19T(H6), 1SC(H2') and I9T(H6) plus 

1SC(H2") and 19T(H6) were of normal intensity indicating the regularity o f the double-stranded 

helical structure in this region (Figure 2 ,16(b)).

2.3.3. Qualitative NMR analysis of the alkylimidazole groups in the binary system.

The chemical shifts of the alkylimidazole proton signals of the free groups in methanol 

prior to coupling, after coupling to the respective hexamer (Im and Im' respectively) and of the 

alkylimidazole moiety in the 12-mer duplex (1:2:3) are shown in Table 2.1. It is evident that the 

formation of the binary system from the free hexamer conjugates (2 and 3) and target 12-mer (1) 

does not change the chemical shifts of the methylene protons (Hy, H5, Hs and H>,) significantly. 

Based on this observation, the Im and Im' methylene protons for 1:2:3 were assigned using those 

of the respective protons of the free conjugates.

In contrast, the chemical shifts of the imidazole ring protons, Ha and Hp, are shifted to 

higher field by 0.120-0.192ppm after complex formation, presumably due to interaction with 

the oligonucleotide part of the system and/or the shielding effect of the nearest oligonucleotide 

residues. This was explained by considering the differences between the experimental T2 spin- 

spin relaxation times obtained directly from the CPMG experiment for a number of well- 

resolved oligonucleotide and imidazole signals, and apparent magnitudes of spin-spin 

relaxation time (T2*) calculated from the observed line half-widths (Table 2.4). The lower 

magnitude of T2* compared to T2 suggests that the imidazole constructs have high 

conformational flexibility in the binary system, resulting in many rapidly exchanging contacts 

with the oligonucleotide residues (see Equation (2.3)). This effect is more pronounced for the 

Im and Im' Hp resonances indicating the dynamic behaviour of this group.
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Proton t 2
(xl0 '2s)(a)

Error T2 
(xl0 '2s)(a)

T2*(calc.)
(xl0'2 s)(b)

Ti
(s)

Error Ti
(s)

His -H p 9.0 0.89 5.1 1.5 0.11
23A(H8) 5.9 0.39 4,4 1.1 0.08
21A(H8) 4.9 0.36 4.4 1.5 0.12
6A(H8) 5.7 0.41 3.9 1.5 0.06
15A(H8) 6.0 0.34 4.1 1.4 0.08/̂N00X

7.0 0.44 4.8 1.3 0.07
13A(H8) 9.0 0.65 5.1 1.6 0.07
20G(H8) 5.4 0.21 5.3 4.1 0.22
14G(H8) 5.8 0.28 5.0 1.9 0.10
UC(H6) 4.0 0.28 2.7 3.5 0.37
10T(H6) 5.9 0.23 2.6 1.4 0.06
9T(H6) 4.4 0.12 3.2 2.7 0.06
24C(H6) 5.3 0.16 00 1.7 0.08
22T(H1') 5.1 0.37 5.1 1.8 0.07
5C(H1') 4.3 0.29 2.5 1.9 0.14
5C(H5) 5.1 0.44 2.9 2.3 0.37

12T(CH3) 5.9 0.37 4.1 1.3 0.02
10T(CH3) 5.3 0.24 4.4 1.5 0.04
9T(CH3) 4.7 0.15 4.4 1.5 0.01
2T(CH3) 5.1 0.33 4.5 1.5 0.04
22T(CH3) 4.8 0.32 4.8 1.4 0.03
4T(CH3) 4.5 0.29 5.3 1.7 0,08
sT(CH3) 5.2 0.33 5.3 1.2 0.31

(a) - values obtained from the spin-echo experiment;

(b) - values calculated from respective line half-widths; average error in T2*(calc.) =

0.12xl0'2s, based on the resolution of 0.2Hz/point in the 1-D NMR spectrum.

(c) -  value unobtainable due to strong signal broadening.

Table 2.4. Spin-lattice (T,) and spin-spin relaxation times (T2and T2*) obtained for some well- 

resolved signals in complex 1:2:3 determined at 25°C in lOOmM NaCl, lOmM 

NaH2 P 0 4 /Na2 HP0 4 , pH 7.2, O.lmM EDTA and 1.2mM TSP, prepared in 99.9% D20.
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2.3.4. Investigation of base-pair hydrogen-bonding by analysis of exchangeable imino 

protons

To probe duplex stability and the dynamics of the thermal denaturation process, the 

melting of the base-pairs structure was followed by monitoring the temperature-induced line 

broadening of the imino proton NMR signals involved in hydrogen bonding using the 

REFOPT pulse sequence. The assignment procedure for these signals was based on the 

assumption that the extremes of the “duplex” melted first (base-pairs *G:24C, then 12T :13A, 

2T;23A and so on), resulting in sequential broadening of the signals, moving towards the centre 

of the duplex until their eventual disappearance 129-130. The assignments of some of the imino 

proton signals (22T(N3H), 4T(N3H), 8T(N3H), 9T(N3H) and 6T(N3H)) were confirmed using 

through-space connectivities between them and their respective aromatic or/and H I' protons 

observed in NOESY spectra recorded in H20 . The assignments of 20G(N1H) and 7G(N1H) by 

this approach were ambiguous. This problem was resolved by comparison with the similar 

binary system bearing pyrene-tetrafluoroazide moieties 60, taking into account the shielding 

properties of the pyrene group. The assignments are shown in Figure 2.16 and in Table 2.5.

Base-pair
number

Imino
proton

Chemical Shift (ppm) 
11°C 25°C

1 *G 12.80 Not detected
2 13.58 13.52
3 22 fjp 13.82 13.81
4 4T 13.51 13.45
5 20g 12.71 12.33
6 19X 13.82 13.75
7 7g 12.36 12.67
8 8rp 14.05 13.94
9 9T 14.05 13.98
10 lOrp 13.44 13.37
11 14g 12.64 12.62
12 12j 13.92 Not detected

Table 2.5. Chemical shifts of the exchangeable imino protons of complex 1:2:3 at 25°C, pH7.20 

in lOOmM NaCl, lOmM NaH2 P 0 4 /Na2 HP0 4 , 0.1 mM EDTA, 1.2mMTSP, prepared in 

H2 O. Note that the shifts of *G, 2T, and 12T imino protons were measured only at 11°C 

as these peaks were absent at 25°C.
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Figure 2.16. NMR variable temperature experiments recorded for the imino protons of 

complex 1:2:3 in lOOmM NaCl, lOmM NaH2 P0 4 /Na2 HP 0 4 , pH7.20, O.lmM 

EDTA and 1.2mM TSP, prepared in 90%H20:10%D20  (v/v). Peak numbers 

indicate the respective base pairs of the duplex.
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The thermal denaturation process observed reflected the normal melting of duplex 

DNA, i.e. beginning at the termini of the duplex and working essentially monotonically 

towards the centre. There was no evidence from these studies that the binary complex had any 

melting pathway involving base-pair fraying starting from the middle of the duplex (around the 

gap at 6A -19T and 7G -18C). Indeed, the central region of complex 1:2:3 was essentially the 

most stable (see peaks 5, 6 and 7 in Figure 2.16, which correspond to 5C -20G, 6A -19T and 7G 

-l8C) as would be observed in a regular, continuous DNA duplex. These results are in 

agreement with the structural regularity observed for non-exchangeable protons (see above).

From the above results we can confirm the presence of normal Watson-Crick hydrogen 

bonding for all base pairs in the complex, justifying inclusion of these 28 additional hydrogen- 

bond distance restraints and 36 angle restraints for molecular modelling calculations.

2.3.5. Evaluation of distance-range restraints using MARDIGRAS

Inter-proton distance range restraints were obtained using a full-relaxation matrix 

analysis approach implemented in the MARDIGRAS algorithm. Experimental cross-peak 

integrals from the NOESY spectrum (600MHz, 200ms mixing time) a correlation time of 

2.655ns and co-ordinates for an initial canonic B-DNA structure were used as the input data 

for MARDIGRAS calculations. The 315 distance-range restraints obtained as the output data 

were used as restrictions in the following MD calculations.

2.3.6. Restrained molecular dynamics calculations

Restrained molecular dynamics simulations were performed starting from the canonical 

B-DNA structure. Figure 2.17 shows the starting structure and the refined structures, obtained 

from the 25ps RMD run after averaging the final 100 co-ordinate sets of the final 5ps followed 

by minimisation, respectively.

2.3.7. S tructural analysis of DNA backbone and bases

A detailed analysis of the structural parameters of the DNA bases and backbone is given 

below. In the final minimised structure, the alkylimidazole group of 18C was found to be located in 

the above major groove and that of 19T was found in the lower minor groove (Figure 2.17).

Helical parameters for the final structure were analysed using CURVES 5.3 125'127 The 

structural parameters as a function of base pair position are shown in Figure 2,18(a)-(d) and those
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Figure 2.17. Starring structure, (above), for the 1:2:3 complex and the final structure, (below), 
obtained by averaging the last 100 co-ordinate sets of the final 5ps of RMD 
calculations followed by minimisation.
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for canonic A- and B-DNA are included for comparison. The parameters reported for the terminal 

base pairs of the complex are probably less reliable because of dynamic processes and are included 

only for completeness.

2.3.7.1. Axis-base pair parameters (Figure 2.18(a))

X-axis displacement is closer to the values of B-DNA than A-DNA with positive 

deviations for all base pairs except for base pair 5, close to the site of modification. All base pairs 

in the complex exhibit a non-zero y-axis displacement, except for base pair 7, with a trend of 

positive to negative displacement from pairs 1 to 11. The inclination parameters for the 12 base 

pairs of the final structure show intermediate values between those of A- and B-DNA, although 

the central base pair 7 (and perhaps 6 and 8) display values closer to those of typical B-DNA. Tip 

values agree well with those of A- and B-DNA for base pairs 7 to 10 inclusive. For other base 

pairs we observe mainly negative deviations, which are most pronounced for base pairs 5 and 11.

2.3.7.2. Intra-base pair parameters (Figure 2.18(b))

The calculated parameters for shear, stretch, stagger and opening are often determined by 

the position of the nick in the DNA backbone and the location of the modifying groups. The shear 

shows positive deviations from both A- and B-DNA for most bases except around the region of 

the break in the backbone (pairs 6-8) and pair 11, which have strong negative deviations. The 

stretch values are on average slightly closer to those of B-DNA, with positive deviations for 

almost all base pairs, except base pairs 5 and 12. The stagger shows irregular positive and 

negative deviations alternating throughout the structure. For most o f the duplex, the opening 

values are in the range o f -5 to 20°, with strong distortion at base pairs 5 and 11 with values of -  

55 and 75° respectively. The large deviations in buckle from regular A- and B-DNA are mostly 

positive except for pairs 6 and 12. That for the former may be again attributed to the presence of 

the modifying groups in the middle of the duplex. The propeller-twist parameters for the duplex 

display strong negative deviations except base pair 6. Particular perturbation is observed for base 

pairs 5A-19T and n C-14G.

2.3.7.3. Inter-base pair parameters (Figure 2.18(c))

The roll, slide, shift and twist values in regular A- and B-DNA conformations are 

essentially zero. The parameters for the modified duplex (1:2:3) show large deviations from
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regular DNA, both positive and negative, which generally correlates with the site of modification, 

in the vicinity o f base pairs 4 to 7. The rise values are mainly a mixture of A- and B-DNA values 

except for base pair steps 5 and 11, which show very large distortions. The parameters for the tilt 

of the bases also show greatest deviations in steps 4 and 7, i.e. in the modified region.

2.3.7.4. Glycosidic torsion angles and sugar puckers (Figure 2.18(d))

The glycosidic torsion angles % are well-defined by the NOE data and nucleotide residues 

1, 6, 7, 18, 21 and 24 have % values in the awft-domain, i.e. in the range expected for the anti- 

conformation (-90 to -170°). % values for residues 5 and 11 lie in the jyn-domain and all other 

residues occupy the conformational space intermediate between the anti- and sy/?-domains.

The sugar rings of all bases bar two are found in the S range conformation (3’-exo, 2'- 

endo), typical of B-DNA. For the nucleotide residues 18C and 19T, the sugar ring have 4'-exo and 

4'-endo conformations respectively probably due to the modification at the respective 3 - and 5'- 

phosphate groups.

2.3.7.5. Backbone torsion angles (Figure 2.18(d))

The values for the five angles a, y, 5, s and £ shows very good agreement with the values 

for standard B-DNA. This is actually hardly surprising since the backbone torsions were 

restrained in the RMD calculations. The only positive deviation is observed for y of nucleotide 

residue 12 probably due to the end-effect. A negative deviation was observed for 5 of residue Cl 8 

perhaps due to the modification at this point. The (3 values are predominantly intermediate 

between those of A- and B-DNA forms and do not display any regularity.
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2.4. OVERVIEW OF STRUCTURE DETERMINED FOR OLIGONUCLEOTIDE 

COMPLEX

The three-dimensional solution structure of an alkylimidazole-modified DNA binary 

complex with nucleic acid cleaving potential has been solved by NMR spectroscopy and 

restrained molecular dynamics, giving an essential insight into the spatial arrangement of all 

the components in this system. From the observations of the various experiments undertaken, 

it is apparent that neither the nick in the backbone between the binary components, nor the 

presence of the alkylimidazole cleaving groups significantly alter the regular helical structure 

from its regular B-DNA form. The imidazole groups do not form any special permanent 

contacts with the oligonucleotide part of the system and do not exist in any preferred 

conformation within the complex. These conclusions are justified from the following 

experimental observations.

From the recorded NOESY spectrum it is possible to sequentially assign aromatic, 

methyl and sugar ring protons to the DNA from the cross-peaks of interacting neighbouring 

residues, i.e. effectively ‘walk’ through the DNA sequence. The interactions observed indicate 

that there is no fraying at the terminii of the duplex and the regular, uninterrupted 

connectivities across the 18C-19T gap region again imply an undistorted, regular DNA structure. 

These observations are supported by the variable temperature NMR study of the imino 

protons. As the temperature increased, the melting of the DNA duplex proceeded in a manner 

expected for a standard continuous duplex, i.e. with denaturation initiating at the terminii of 

the duplex and proceeding sequentially towards the most stable central region. These studies 

gave no evidence to suggest that either the break in the backbone or the fact that two bases had 

been modified with alkylimidazole groups structurally distorted the helix in any way.

These results are in sharp contrast to those found for the similar binary system, with the 

same oligonucleotide composition, but bearing a photosensitising pyrene group at 19T and a 

photoactivatable perfluoroazido group at 18C 60. In that case, a huge distortion in the centre of the 

helix was found. This can therefore be attributed not to the gap between the two hexamers, but to 

the presence of the strongly hydrophobic and bulky pyrene group. The structural model indicates 

that the pyrene moiety interacts strongly with the DNA, whereas the fluoroazide moiety does not 

60 (Figure 2.19).
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This observation is in accordance with thermal denaturation studies carried out monitored 

by UV-visible spectrophotometry. Melting temperature studies (carried out at concentrations of 

4pM and 26|aM) allowed comparison of the thermal stability of the binary system 1:2:3 with 

available data from other oligonucleotide systems, to determine the contribution of the nick in 

the DNA backbone and the presence of alkylimidazole modifying groups to the destabilisation 

(Drs. E.V. Bichenkova and M. I. Dobrikov, personal communication). The melting 

temperature obtained for the 4pM 1:2:3 duplex was found to be 37°C which is 8°C lower 

compared to the regular, unbroken 12-mer duplex d(CGAATTGTATGC)- 

d(GCATACAATTCG) investigated at the same concentration (unpublished data). This slight 

destabilisation effect observed for 1:2:3 can be explained by two reasons: the presence of the 

nick in the backbone and/or due to the alkylimidazole modifying groups in the middle of the 

structure.

The influence of the alkylimidazole groups on duplex stability was also assessed by 

comparison with the photoactivatable binary system mentioned 60. The Tm of the photosensitizing 

binary system 60 and the alkylimidazole complex (1:2:3) at 26pM were found to be 18.3°C and 

45.5°C respectively. It is seen from this data that the presence to the pyrene and azido groups 

greatly destabilise the binary system (by 27.2°C in comparison with 1:2:3) which is in accordance 

with the pronounced structural distortion in the vicinity of the pyrene group found by 2-D NMR 

analysis. In contrast, the alkylimidazole groups do not appear to destabilize the duplex structure 

significantly, indirectly suggesting the absence of a strong structural perturbation for 1:2:3.

The chemical shifts of the methylene protons of the alkylimidazole groups do not change 

significantly upon complex formation from the three components of the binary system. In 

contrast, the chemical shifts of the imidazole ring protons, Ha and Hp, are shifted to higher 

field after complex formation, presumably due to interaction with the oligonucleotide part of 

the system and/or the shielding effect of the nearest oligonucleotide residues. However, no 

cross-peaks were detected between Im or Im 1 and oligonucleotide protons. There are at least 

two possible explanations of this. Firstly, the imidazole construct may be exposed to solvent 

and not form any stable contacts with the oligonucleotide part of the system (but this is in 

disagreement with the observed shielding of the imidazole rings mentioned above). Secondly, 

the imidazole constructs have high conformational flexibility in the binary system, resulting in 

many rapidly exchanging contacts with the oligonucleotide residues. This explanation was 

confirmed by the CPMG T2 experiment, the findings of which suggest that the imidazole
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groups have high conformational flexibility in the binary system, resulting in many rapidly 

exchanging contacts with the nucleotide residues. This result implies that the RNA cleavage 

within the parent alkylimidazole binary RNA system (V. V. Vlassov, unpublished data) is not 

dominated by the formation of a specific stable construction but rather by random encounter of 

the imidazoles to temporarily form the active intermediate. In turn, this may explain the low 

cleavage efficiency and low reproducibility of similar RNA-based binary systems (V. V. 

Vlassov, unpublished data). Because of the lack of distortion to the DNA helix, these findings 

can be approximated for the real binary system with a target RNA molecule and used for 

design of more stable reactive constructs for further improvement of cleaving ability.

In the future it may be possible to design DNA-cleaving systems based on a similar idea to 

the binary system discussed. At present, DNA damage is usually conferred by radical means or 

metal-containing complexes. This work provides evidence that modifying groups such as the 

alkylimidazole constructs used do not distort the DNA and it may be possible to replace these 

groups with other reactive moieties and provide an alternative approach to the strategy of nucleic 

acid modification.
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CHAPTER THREE

COMPARATIVE MODELLING OF THE 
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AND SYNTHESIS OF POSSIBLE PEPTIDE
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3.1. INTRODUCTION

3.1.1. Homology modelling

3.1.1.1. Protein structure prediction

X-ray crystallography and NMR spectroscopy are the two methods used to provide 

detailed information about protein structures. Unfortunately, in spite of the tremendous increase 

in rate at which protein sequences are being determined, there is still an enormous gap between 

the numbers of known DNA-derived sequences and the numbers of three-dimensional structures. 

There is thus considerable interest in theoretical methods for predicting the three-dimensional 

structures of proteins from the amino acid sequence, an important, yet seemingly unattainable, 

goal in structural molecular biology. Protein models are very important when structure predictions 

are used in real world applications such as structure-based drug design or studies of mechanisms 

of action.

3.1.1.1.1. Predicting protein structure from first principles

The most ambitious approaches to the folding problem attempt to solve it from first 

principles {ab initio). The problem is to explore the conformational space of the molecule in order 

to identify the most appropriate structure. This is very much easier for peptides than proteins 

simply due to the very large number of possible conformations of the latter. It is therefore 

common to use some form of simplified model of the protein to make the problem more tractable.

Finkelstein and Reva 131 have used a simplified lattice representation of protein structure. 

Simple lattice models can be used to try and answer some of the fundamental questions about 

protein structure. For example, it may be possible to enumerate all possible conformations for a 

chain of a given length on the lattice and to investigate the relationship between the structure and 

the sequence. Chan and Dill 132 modelled a protein as a series of hydrophobic and hydrophilic 

monomers. The sequence is grown on a two-dimensional lattice using a self-avoiding walk and the 

energy of the resulting conformation calculated by summing interactions between pairs of 

monomers that occupy adjacent lattice sites, but are not covalently bonded. It is usually not 

possible to exhaustively explore the conformational space on the lattice and so methods such as 

Monte Carlo simulated annealing are used to generate low-energy structure(s).

Ab initio methods have been used to predict the tertiary structures of globular proteins, 

for example, the ‘island model’ of Kobayashi et al. 133. This is based on the physicochemical
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mechanisms of folding. An island is a local structure, such as a secondary structural element 

formed during folding. The amino acid sequence is assigned secondary structure using any 

prediction method (see later) and all the side chains approximated by spheres of Van der Waals’ 

radii. Bond lengths and angles are fixed at standard values taken from proteins in the Brookhaven 

Protein Data Bank 134. The energy calculation considers the hydrophobic interactions between 

hydrophobic side-chains and the Lennard-Jones potentials between the atoms (or the atom groups 

of the side-chains represented by the spheres). The former is a driving force of folding, while the 

latter is mainly for avoiding collapse of the chain. The secondaiy structures are folded and packed 

through the hydrophobic binding by searching for the lowest energy conformation. Several islands 

pack stepwise into bigger ones to eventually reach a compact tertiary structure. The parameters of 

the energy function used represent the range of interactions (residue interval along the chain), but 

the distribution of hydrophobic-residue pairs dominates the folding process, especially its order. 

The conformation is refined by generating the side-chain atoms and introducing energies 

previously ignored, e.g. electrostatic potential energies among non-bonded atoms, followed by a 

full minimisation.

Ab initio modelling has proved successful in predicting the tertiary structure of NK-lysin 

by assembling recognised secondaiy structural fragments 133 and in modelling the structural details 

of the activation of the aib-adrenergic receptor 136. The ab initio tertiary folds of proteins with 

different topologies have also been predicted using genetic algorithms 137>138? which can generate 

specific folds, such as four helical bundles. Genetic algorithms simulate evolution to solve 

complicated optimisation tasks and protein-folding principles can be mimicked by simple selection 

criteria (see below). The protein main-chain is modelled by taking v|/ and <\> backbone torsion 

values from a set of standard conformations. The conformations of all residues are encoded by a 

long bit string (chromosome). Starting from a population of random bit strings, ‘offspring’ are 

generated by chromosome mutations and recombinations. The quality of each resulting structure 

is judged by fitness functions (distribution of hydrophobic residues, Van der Waals’ overlaps etc).

3.1.1.1.2. Secondaiy structure prediction using rule-based approaches

Most protein structures contain a significant amount of secondary structure (a-helices and 

{3-sheets) or random coil. An obvious way to tackle the problem of predicting a protein’s three- 

dimensional structure is first to determine which stretches of amino acids should adopt each type 

of secondary structure, and then dock these secondary structural elements together. The one-
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dimensional prediction of the conformational state of each residue is an old problem, yet remains 

of current interest, as is clear from the amount of activity in the literature (reviewed in 139. 

Secondary structure prediction is important in helping to establish sequence alignments. The many 

methods for predicting the secondary structural motifs from the primary sequence can be roughly 

divided into statistical, knowledge-based and hybrid systems.

Statistical methods are based on large-scale studies of the databases of proteins of known 

primary and secondaiy structure, aimed at finding empirical relationships between sequence and 

secondary fold. Examples of these methods include Chou and Fasman 14°, GOR (Garnier- 

Osguthorpe-Robson) 14U42} nearest neighbour 143 and neural networks 144'148. The Chou-Fasman 

method is a statistical prediction method based on the calculation of the statistical propensities of 

each residue forming either an a-helix or a p-strand. The theory behind the GOR method is 

complex, but is based on the idea of treating the sequences of primary and secondary structure as 

two messages related by a translation process, regarded as a black box defined only by the relation 

between input and output symbols. The structure prediction process depends on measuring the 

amount of information residues cariy about their secondary structure and other residues 

secondary structure.

In nearest neighbour statistical methods, the secondaiy structure of a new primary 

sequence is classified to be the same as that of the closest primary sequence to it of known 

secondary structure, based on the hypothesis that similar primary sequences will have similar 

secondary structures 143. However, this hypothesis is often untrue. This approach has been 

improved upon by allowing segment length to be variable, thus allowing the algorithm to take 

advantage of sequence similarity that stretches beyond the small fixed length alignments of 

previous algorithms I49. Neural networks mimic computational pattern recognition by neurons in 

living organisms. The learning system is a network of non-linear processing units that have 

adjustable connection strengths. The connections are not pre-programmed and learning consists of 

altering the weights of connections between the units in response to a teaching signal, i.e. amino 

acid sequence, which provides information about the correct classification in output terms 

(primary and secondaiy structure) 144il46>147

Such statistical methods have the disadvantages of not fully taking into account 

physicochemical information known about proteins, i.e. knowledge of the physical and chemical 

basis of protein structure, and in having poor explanatory power. Lim 150 overcame this 

shortcoming by developing a theory of formation of a-helices and (3-sheets based on the packing
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of polypeptide chains in native globular proteins. This theory was used to produce stereochemical 

rules for predicting secondary motifs based on a reasoned stereochemical theory of globular 

protein structure and was successfully tested on 25 proteins. The prediction method of Cohen and 

co-workers 151 is based on using a rule-based formalism to encode structural knowledge about 

proteins. The rules are lists of generalised amino acid sequences or patterns that are associated 

through physical and chemical theory with specific secondary structures.

Several important structural features have been recognised to be useful in a general way in 

predicting protein secondary structure and are commonly included in protein sequence analysis 

program suites, e.g. helical wheels and hydrophobicity profiles. They mainly serve to justify 

alignments.

SAPIENS (Secondary structure and Accessibility class Prediction Including 

ENvironmental-dependent Substitution tables) is a secondary structure prediction method using 

environment-dependent tables based on the probabilities of amino-acid substitution and 

conformational propensities 152. Short-to-long range interactions can be introduced because the 

substitution patterns of individual amino acid residues are restricted depending on their 

conformational states and the local structural environment. Solvent-accessibility of the residues is 

also addressed.

3.1,1.1,3. Tertiary structure prediction: fold recognition

Rules exist which govern the arrangement of secondary structures into their globular folds 

and this information can be used to generate and improve methods for tertiary structure 

prediction. These methods have arisen from the observation that two structures may have very 

similar folds despite lacking any statistically significant sequence similarity. Although some of 

these protein pairs have similar structures and functions and are probably related by evolution, 

many show no sequence relationship. This had led to the suggestion that there may be a limited 

number of possible topologies or folds 153,154 and therefore a sensible approach to predicting a 

structure is to ask if the sequence could adopt one of the currently known set of protein folds. 

‘Fold recognition’ attempts to detect such relationships, even of cases of sequences that share the 

same structure, not through divergence from a common ancestor (homologous structures), but 

convergence to a common structure (analogous structures). Different fold recognition strategies 

are required for the two scenarios, with remote homologues generally showing a much stronger 

degree of similarity in sequence and secondary structure and so fold recognition algorithms are
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generally more successful in these cases. The problem of recognition of analogy is still largely 

unsolved, probably because it involves the recognition of a much weaker relationship.

Most algorithms use a secondary structure prediction for the sequence as part of the input 

(reviewed 139). Russell et a t,  155 have used substitution matrices and Bowie et al. 156 have 

attempted to match sequences to folds by describing the fold in terms of solvent accessibility (i.e. 

buried, partially buried and exposed), the degree of burial by polar rather than apolar residues and 

the environment of each residue located in the structure (i.e. a , p and coil). The environment of a 

particular residue thus defined tends to be more highly conserved than the identity of the residue 

itself, and so the method is able to detect more distant sequence-structure relationships than 

purely sequence-based methods. The inaccuracy of the secondary structure predictions affect fold 

recognition and the methods perform better when actual secondary structure is used to replace the 

predicted. Ab initio calculations and the role of genetic algorithms in the folding of secondary 

structural elements has already been mentioned 137,157 Protein folding simulations of small 

proteins with different topologies investigated using a genetic algorithm based on sequence and 

experimental and predicted secondary structural knowledge were quite successful I5S.

3.1.1.1.4. Predicting protein structures by ‘threading’

Despite the obvious computational advantages of using residue environments, it is clear 

that the fold of a protein chain is governed by fairly specific protein-protein and protein-solvent 

atomic interactions and protein structure prediction efforts are more likely to be successful if full 

use is made of all available information. A given protein fold is therefore better modelled in terms 

of a ‘network’ of pair-wise inter-atomic energy terms, with the structural role of any given residue 

described in terms of its interactions. Classifying such a set of interactions into one environmental 

class such as ‘buried a-helical’ will inevitably result in the loss of useful information, reducing the 

specificity of sequence-structure matches evaluated in this way. A dynamic programming 

algorithm 159 has been applied to the problem of aligning a given sequence with the ‘real’ co­

ordinates o f a structure, taking into account the detailed pair-wise interactions, known as ‘optimal 

sequence threading’. The sequence of a protein whose structure is to be determined, is ‘threaded’ 

through each known protein structure in turn. The amino acids are advanced to occupy the 

location occupied in the previous iteration by its predecessor and a score is calculated for each 

structure that is generated. The results are the structures with the lowest scoring function. 

Threading is increasingly being used to suggest the structures of proteins 159,160.
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Rykunov et al. 161 studied sequence-based recognition of protein folds using the threading 

method and tests on 25 proteins of different structural classes showed that the native fold was 

often recognised as the best (most stable) fold.

3.1.1.2. Comparative modelling methods

Historically, the most successful techniques of protein structure prediction have been 

those based on inference from evolution. If a sequence can be shown to be sufficiently similar to 

another sequence of known structure, then the implied evolutionary relationship will guarantee 

structural similarity. There are striking similarities between the sequences and three-dimensional 

structures of some proteins. Comparative or homology modelling exploits these similarities by 

constructing a structure using the known structure of another protein as a template, after deciding 

the best sequence alignment of target and template.

If  the biological function o f the protein is known, it is often relatively straightforward to 

decide which protein(s) would offer a preferred template. In other cases, the function of the 

protein may not be known but it may be possible to deduce to which family it belongs by 

searching a sequence database for the presence of particular combinations of amino acids (motifs) 

that often imply a particular function or structural feature. The template is chosen as the protein 

whose sequence is the closest match for the unknown protein. The stages in comparative 

modelling are discussed below.

3.1.1.2.1. Protein sequence alignment

The sequence of the protein with the unknown structure is used to search protein 

databases to identify other proteins most closely matched in sequence. The aligning process is 

the most important stage in homology modelling. Incorrect alignments are the source of the 

most serious errors so a variety of approaches and scoring schemes should be used.

The object of a sequence alignment is to position the amino acid sequences so that 

stretches of amino acids are matched with the expectation that these correspond to common 

structural features. Gaps in the aligned sequences correspond to regions where loops are inserted 

or deleted. Sequence-similarity measures generally can be classified as either global or local. 

Global similarity algorithms optimise the overall alignment of two sequences, which may include 

large stretches of low similarity 162 Local similarity algorithms seek only relatively conserved sub-
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sequences and a single comparison may yield several distinct sub-sequence alignments; 

unconserved regions do not contribute to the measure of similarity 163,1G4.

Consider the problem of aligning just two sequences. Any alignment algorithm requires 

some method for ‘scoring’ an arbitrary alignment of the two sequences. The object is to find the 

alignment giving the ‘best’ score. Many similarity measures begin with a matrix of similarity 

scores for all possible pairs of residues. The simplest scoring method is sequence identity which 

gives the percentage of amino acids that are the same in the two sequences; identical pairs score 1 

and all others score 0. An alternative approach is to recognise that topologically equivalent 

residues in two structurally homologous proteins may not be identical, but may have veiy similar 

shapes, electronic, hydrogen-bonding and hydrophobic properties. Such ‘conservative’ 

substitutions can often be made with little disruption to the three-dimensional structure of the 

protein and this is taken into account in the scoring scheme. Identities and conservative 

replacements have positive scores, while unlikely replacements have negative scores.

When there are more than two sequences to be aligned, simultaneous comparison of all 

the sequences cannot, in practice, be carried out since the number of segment comparisons that 

must be executed is of the order of the product of the sequence lengths. An alternative approach 

is to select the best pairwise alignments from the scores of all pairwise comparisons. Several 

multiple sequence alignment programs use this technique, building the final alignment by gradually 

aligning further sequences, according to the basic Needleman-Wunsch procedure 162. This method 

attempts to maximally match sequences by finding the largest number of amino acids of one 

protein that can be matched with those of a second protein allowing for all possible interruptions 

in either of the sequences. All possible pairs of amino acids (one from each protein) are 

represented by a two-dimensional array and all possible comparisons are represented by pathways 

through the array. The maximum match is the largest number that would result from summing the 

cell values of every pathway. Based upon the scores of the initial alignments of all pairs of 

sequences, different strategies are used to determine in what order the sequences are incorporated 

into the final alignment, e.g. either in a sequential procedure or using clustering.

Dayhoff and co-workers analysed substitution frequencies in gapped global alignments of 

closely related proteins and have published tables which give the probability o f mutating one 

amino acid to another 165. These probabilities are usually scored as PAM matrices (Percentage of 

Acceptable point Mutations per 10s years). The number refers to evolutionary distance. Low
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values should be used for looking for related proteins, high values for the more distant cousins. 

Most often used are PAM120 and PAM250.

An approach has been developed by Henikoff and Henikoff using ungapped local multiple 

alignments of short regions of related sequences 166. Substitution frequencies for all pairs of amino 

acids are calculated and the result used to calculate a BLOSUM (block substitution matrix) matrix 

and different matrices are obtained by varying the clustering threshold. The number refers to the 

lowest allowed sequence similarity within the alignments used. BLOSUM50 is based on 

alignments of less similar sequences and might be used to find more distant relations. BLOSUM62 

is generally considered to be the optimal matrix of this series, which usually perform better than 

the PAM matrices.

BLAST (Basic local alignment tool) 167 was developed to speed up a database scan by 

introducing approximations. It is an algorithm to find the highest scoring locally optimal alignment 

and uses a maximal segment pair (MSP), which is defined as the highest scoring pair of identical 

length segments chosen from two sequences. The boundaries of an MSP are chosen to maximise 

its score, so an MSP may be of any length and a segment pair is locally maximal if its score cannot 

be improved either by extending or shortening both segments. The MSP score for two sequences 

may be computed in time proportional to the product of their lengths, but can be estimated under 

an appropriate random sequence m odel168. For any particular scoring matrix one can estimate the 

frequencies of paired residues in maximal segments too. These approximations make BLAST a 

quick and easy algorithm to use.

The Multalin algorithm 169 is based on the conventional dynamic-programming method of 

pair-wise alignment170 using clustering to determine in what order the sequences are incorporated 

into the final alignment. Initially a hierarchical clustering of the sequences is performed using the 

matrix of the pair-wise aligned scores. The closest sequences are aligned, creating groups of 

aligned sequences. Close groups are then aligned until all sequences are aligned in one group. The 

pair-wise alignments included in the multiple alignment form a new matrix that is used to produce 

a hierarchical clustering. If it is different from the first one, iteration of the process can be 

performed.

Many multiple protein sequence alignment servers are available on the Internet. For 

example;

BLAST http://www.SEQNET.dl.ac.uk

Block Maker http://www.blocks.fhcrc.org/blockmkr/make blocks.html
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ClustalW http://www2.ebi.ac.uk/clustalw/

Match-Box http://www.fundp.ac.be./sciences/biologie/bms/matchbox_submit.html

MAP http://dot.imgen.bcm,tmc.edu:9331multi-align/options/map.html

MEME http ://www.sdsc.edc/MEME/memel.4/meme. nofeedback.html

MSA http ://alfredo. wustl. edu/msa. html

PIMA http://dot.imgen.bcm.tmc.edu:9331multi-align/options/pima.html

Multalin http ://www. toulouse. inra. fr/multalin. html

A recent comparative analysis of seven of them evaluated them in terms of power 

(sensitivity) and confidence (selectivity) (ClustalW, MAP, PIMA, Block Maker, MSA, MEME 

and Match-Box)171. Results showed that any powerful method remains reliable even when the rate 

of identity falls. All the programs differ in terms of the emphasis they place on power and 

confidence so one cannot be said to be better than another: the user must select the most suitable 

technique according to their requirements of selectivity and sensitivity. It is a good idea for the 

user to collect outputs from different methods to improve the quality of the predictions by taking 

into account the consensus-predicted structurally conserved regions. Furthermore, any other kind 

of information should be referred to, such as biochemical experimental evidence or site-directed 

mutagenesis results, in order to validate predicted structurally conserved regions aligned by only 

one method.

As well as the existence of different alignment programs, there are many different protein 

databases available which to search. A comprehensive list can be found at the web site 

http://www.SEQNET.dl.ac.uk. Included here are databases of nearly every protein sequenced, 

proteins with known three-dimensional structures, transcription factors, gene sequences, and 

expressed sequence tags (ESTs). Again, it is up to the user to decide which to use, but it is 

generally not wise to restrict the search to one database, as not all contain the same protein 

sequences and some are better managed and more frequently updated that others.

3.1.1.2.2. Constructing a comparative model

After sequence alignment, one or more proteins are chosen to serve as template structures 

from which to build the model. Where sequence identity between the probe sequence and the 

sequence match from the database is high (>65-70%) comparative modelling is highly successful 

and greater confidence can be placed in the final model. A level of 40-50% identity will give
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knowledge about the overall protein fold, but no confidence can be placed in a model based on a 

sequence identity of 25-30% or less.

Automated and rule-based model-building procedures have been developed in recent years 

in order to minimise subjective manual decisions. Such modelling techniques fall into two classes:

(i) the assembly of rigid fragments from homologous and other proteins of known staicture

(ii) the use of restraints such as inter-atomic distances to construct models that have the best

agreement with homologues of known structure.

3.1.1.2.3. Fragment based modelling

Many approaches depend on the assembly of rigid fragments from known protein 

structures. Local main-chain and side-chain conformers from equivalent fragments in known 

homologous structures are extrapolated to the sequence of the unknown. Jones and Thirup 172 

were the first to demonstrate that a protein structure can be built from a combination of segments 

from other proteins. The comparative modelling software COMPOSER, developed originally by 

Blundell and co-workers 173,174 and incorporated in the software SYBYL (Tripos Inc.), also 

depends on the assembly of rigid fragments.

Construction of the protein core is often relatively straightforward. In some cases, the 

backbone conformation can simply be transferred from the template homologue to the unknown 

protein. The next task is to determine the conformations of the loop regions, (i.e. regions of no 

secondary structure), such that they have a low internal energy and do not possess any 

unfavourable interactions with the rest of the protein. In certain cases, the loops may be restricted 

to a set of canonical structures. For example, the loops that connect certain types of secondary 

structure show distinct conformations, as seen in the P-turns that connect strands of P-sheets. 

Other cases require alternative methods. For loops that contain fewer than seven rotatable bonds, 

an algorithm devised by Go and Scheraga 175 can be used to calculate possible loop geometries 

directly. Using a model with fixed bond lengths and bond angles, they showed that it was possible 

to determine the torsion angles that would permit the end-to-end distance of the loop to achieve 

the desired value. More recent variants permit the bond angles to deviate slightly from their 

equilibrium values and so have a higher chance of finding an acceptable match 176. Pure systematic 

searches can also be used to generate loop conformations. One way to alleviate the combinatorial 

explosion is to construct the loop from both ends simultaneously; the half-complete loops are then 

joined in the middle and energy minimised.
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Loop conformations can be obtained by searching the Brookhaven protein databank 134 for 

stretches of polypeptide chain that contain the appropriate number of amino acids and also have 

the correct spatial relationship between the two ends172, Relatively short loops (approximately 10 

amino acids long) can be manually built and then minimised in the context of the overall protein’s 

structure. Longer loops pose greater problems due to their flexibility.

Once a backbone conformation has been derived for the protein, including loop regions, it 

is necessary to assign conformations to the side chains. The dependence of side-chain 

conformation on main-chain structure is now well recognised. The assessment of accuracy for 

side-chin placement is complex, depending upon accessibility to solvent, main-chain accuracies, 

resolution of structure and, in comparative modelling, the similarity of the parent structure and 

hence the environment will be the overriding factor. In the core region there may be a high degree 

of sequence identity between the unknown protein and the template, and the side-chain 

conformations can often be transferred directly from the template. Where there is less 

correspondence between the amino acid sequences, a variety of systematic and random methods 

can be used to predict side-chain conformations, e.g. Monte Carlo, simulated annealing and 

genetic algorithm methods, or ab initio. The concept of side-chain rotamers (that side-chains 

predominantly adopt a limited set of torsion angle combinations) has been extremely useful in 

both experimental determination and in modelling of protein structures. Rotamer libraries are 

obtained by collecting the frequently occurring torsion combinations for each residue type, from a 

database of well-determined structures 177. Loop and side-chain modelling has been reviewed 139.

3.1.1.2.4. Restraint-based modelling

Although comparative modelling using assemblies of fragments has proved successful, 

procedures for modelling by satisfaction of distance or other restraints may also be used to 

advantage, especially where the homologues are distantly related. Such procedures derive 

restraints, such as inter-atomic distances involving main-chain and side-chain atoms, from 

homologous protein structures. Using distance geometry, an ensemble of models satisfying input 

restraints is built. Havel and Snow 178 proposed a method which derives distance and chirality 

restraints based on alignment with homologous known structure(s). Sali and Blundell 179 have 

developed a comparative modelling procedure (MODELLER) which arrives at a three- 

dimensional model by optimally satisfying restraints extrapolated from known structures 

homologous to the model sequence.

115



3.1.1.3. Modelling on the Internet

Protein structure prediction and comparative modelling are today carried out using the 

Internet. Numerous web sites exist which are veiy easily accessible, user friendly and contain all 

the databases, algorithms and tools required when building a homology model. Individual 

alignment programs and sites of protein databases are available or sites that are devoted to the 

whole process of comparative modelling, from sequence alignment to model validation. Two 

examples are briefly described below.

3.1.1.3.1.The PredictProtein (PP) Server,147 (http://www.embl-heidelgberg.de/predictprotein/).

The PredictProtein server is an automatic service for protein database searches and the 

prediction of aspects of protein structure. It provides a single interface to many modelling tools 

(written in parentheses). An amino acid sequence of interest is submitted and PP returns:

1. a multiple sequence alignment following a BLASTP search o f the SWISS-PROT database 

(MaxHom, a weighted dynamic programming method)

2. detection of functional motifs (PROSITE)

3. detection and assignment of protein domains (PRODOM)

4. predictions using a system of neural networks of:

(i) secondaiy structure (PHDsec)

(ii) residue solvent accessibility (PHDacc)

(iii) transmembrane helix location and topology (PHDhtm, PHDtopology)

(iv) protein globularity (GLOBE)

(v) a calculation of the probability of the presence of coiled-coil conformations (COILS)

Remote homologues (0-25% identity) are detected by prediction-based threading (TOPITS) 

which detects similar motifs of secondaiy structure and accessibility between a sequence of 

unknown structure and fold by aligning against the Brookhaven Protein Database 134.

The server can also provide evaluation of secondaiy structure prediction accuracy (EVALSEC).

Full explanations and details of each of the independent modelling tools used by 

PredictProtein can be found at the website.
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3.1.1.3.2, The SWISS-MODEL automated protein modelling server,

(http://expasy.hcuge.cii/swissmod/SWISS-MODEL.htinl).

Swiss-Model is a comparative modelling server covering the stages of sequence alignment, model 

building, energy minimisation and evaluation using the following procedure:

1. Search of the NRL_3D database for suitable templates using the sequence alignment 

algorithms BLAST, SIM and ProModll and check the sequence identity with the target.

2. Generate comparative models using the ProModll tool.

3. Energy minimisation using the Gromos96 force field.

4. Model evaluation using Swiss-PdbViewer.

Full references and details can be found at the web site.

3.1.1.3.3. Structural genomics web sites

Below are lists of other sites on the Internet useful in protein modelling containing information 

on many sequence alignment algorithms, secondary and tertiary structure prediction methods and 

classifications of protein families and topologies etc.

Databases

PDB: http://pdb.bnl.gov (Brookhaven Data Bank)

NCBI: http://www.ncbi.nlm.nih.gov (National Center for Biotechnology Information) is a 

comprehensive site that includes facilities for searching and analysing protein structure and 

sequence databases.

SCOP: http://mrclmb.cam.ac.uk/scop is a database of protein structures arranged in a hierarchy 

according to structural and evolutionary relatedness

CATH: http://www.biochem.ucl.ac.uk/bsm/cath/ is a classification of protein domain structures, 

which clusters proteins at four major levels: Class, Architecture Topology and Homologous 

superfamily

TOPS: http://www3.ebi.ac.uk/tops/ is a site for searching for and determining protein topologies. 

DALI: http://www2.ebi.ac.uk/dali/ is a service for identifying similarities between different protein 

structures in the Protein Data Bank.

PRES AGE: http ://presage. Stanford. edu 

MSD: http://www.rcsg.org/

SEQNET: http://www.SEQlSlET.dl.ac.uk (Daresbury Laboratories)

ModBase: http://guitar.rockefeller.edu/modbase/
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GeneCensus: http://bioinfo.mbb.yale.edu/genome 

Fold assignment

PhD: http://www.embl-heidelgberg.de/predictprotein/predictprotein.html 

THREADER: http://globin.bio.warwick. ac.uk/"jones/threader.html 

123D : http://www-lmmb.ncifcrf.gov/"nicka/123D.html 

UCLA-DOE: http://www.doe-mbi.ucla.edu/people/frsvr/frsvr.html 

PROFIT: http://lore.came.sbd.ac.at/

Comparative modelling

COMPOSER: http://www-ciyst.bioc.cam.ac.uk/

CONGEN: http://www.cabm.rutgers.edu/"bruc 

DRAGON: http://www.nimr.mrc.ac.uk/"mathbio/a-aszodi/dragon.html 

Modeller: http://guitar.rockefeller.edu/modeIler/modeller.html 

PrISM: http://honiglab. cpmc. Columbia, edu/

SWIS S-MODEL: http://expasy. hcuge. ch/swissmod/SWIS S-MODEL, html 

WHAT IF: http://sander.embl-heidelberg.de/vriend/

Miscellaneous

FSSP: http://www2.ebi.ac.uk/dali/fssp/ (Fold classification based on Structure-Structure 

alignment of Proteins). This database is based on an exhaustive all-against-all 3-D structure 

comparison of protein structure currently in the Protein Data Bank. Similar structure are identified 

and superimposed.

ExPASy: http://www.expasy.ch/ (Molecular Biology Server, Swiss Institute for Bioinformatics). 

This is a server for the analysis of protein sequences and structures and provides many links to 

other molecular biology databases, servers, tools and software packages.

Pfam: http://www.sanger.ac.uk/Software/Pfam/ (Protein domain family searches) is a database of 

protein families and domains and contains multiple protein sequence alignments and profile- 

Hidden Markov Models of these families. Pfam is a semi-automatic protein family database. 

Pedro’s BioMolecular Research Tools: http://www.fmi.ch/biology/research_tools.html. An 

extensive collection of links to sites of interest to molecular and structural biologists e.g. 

databases, servers, alignment programs and structure prediction sites.

Roberto’s List: http:/guitar.rockefeller.edu/"roberto/tools/tools.html

European Bioinformatics Institute: http://www.ebi.ac.uk provides links to other databases and 

servers.
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No one algorithm or software package should be trusted to give definitive answers. 

Different computational modelling tools give different results and one should not be used 

exclusively over any other. They are there to be used in combination and should be thought of as 

complementary techniques.

3.1.1.4. Energy minimisation, molecular dynamics and model evaluation

Once a model has been constructed, energy minimisation is necessary in order to relieve 

any short contacts and to rectify bad geometiy that may be present. This problem is particularly 

possible in the anchor regions where a loop is melded with the core of the protein. Before starting 

energy minimisation it is important to examine the model for serious flaws, (e.g. stereochemistry, 

unlikely distribution of amino acids (i.e. hydrophilic residues in the inner core and hydrophobic in 

the outer regions), non-planar amide bonds, steric conflicts between non-bonded atoms).

Force fields such as CHARMM 180, AMBER 181 or TRIPOS (SYBYL software, Tripos 

Inc.) are used. If major problems persist in a local region of the model, simulated annealing can be 

focused here. Subsequently, the whole model can be considered for minimisation. Initially, the 

electrostatic term in the force field need not be considered, as the problems with the models are 

expected to be due to short contacts and bad geometry alone and omitting these terms will speed 

up the process. When the structure to be modelled is close to a homologue of known structure, 

the backbone can be fixed and side-chains alone can be allowed to relax. Initially a fast 

optimisation procedure such as Simplex can be used followed, for example, by Powell gradient 

minimisation to optimise further the system to convergence. When most problems with the 

stereochemistry have been rectified, the electrostatic term can be invoked and the geometry of the 

hydrogen-bonds in the structure will be optimised. When the side-chain positions are refined, all 

the atoms can move freely and the minimisation terminated once all the inconsistencies in the 

geometry are rectified and short contacts relieved. It is still important to make a final check on the 

model on the factors mentioned above, even after minimisation.

A simple test is to generate a Ramachandran plot 182 in order to determine whether the 

amino acid residues occupy the energetically favoured conformations. The side-chains can also be 

examined to identify any significant deviations from those commonly obseived in X-ray 

structures. Eisenberg’s ‘3-D-profiles’ method 156,183 calculates three properties for amino acids on 

the proposed structure: the local secondaiy structure, the total surface area of the residue that is 

buried in the protein and the fraction of the side-chain area that is covered by polar atoms. These
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parameters are used to allocate the amino acid to an environment class and the residue is given a 

score that reflects the compatibility of that amino acid for that environment, based upon a 

statistical analysis of known protein structures.

Facilities are available on the Internet to validate the final model structure. The Predict 

Protein and Swiss-Model servers have already been mentioned. In addition, the Biotech 

Validation Suite for Protein Structures can be found at http://biotech.embl-heidelberg.de:8400/. 

This service provides comprehensive quality checks of protein structures using three software 

packages:

1. PROCHECK which performs a full geometric analysis of main-chain and side-chain 

parameters, e.g. bond angles, RMS distances from planarity, Ramachandran plots.

2. PROVE which gives information on surface area measurements and atomic volume analyses.

3. WHAT_IF which analyses e.g. torsion angles, amino acid contacts, chirality, proline 

puckering, isolated water clusters and buried unsatisfied hydrogen-bond donors and acceptors.

In an ideal situation, a protein homology model should be tested experimentally, e.g. by 

mutagenesis studies. This will increase confidence in the model, but these experiments may not 

always be possible.

Regular science symposia are held to assess the current computational tools available in 

the subject area of protein structure prediction (the so-called CASP meetings (Critical Assessment 

of Structure Prediction)). Delegates are invited to submit structure prediction studies and the 

algorithms, software packages and techniques used are assessed in several categories, e.g. 

sequence alignment algorithms, secondary structure prediction, fold recognition and protein- 

ligand docking programs. The results of these studies are very informative with regards to the 

reliability of current computational modelling techniques and in vital to future developments.

Figure 3.1 shows a summary of the steps involved in the process of comparative modelling 

of proteins.
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Figure 3.1. Processes in comparative modelling (adapted )
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3.1.1.5. Summary

Biologists sometimes know a vast amount about the chemistry, biology and function of 

proteins, but even when the precise sequence is known, if there is no homologue or analogue, 

they are usually powerless to predict its final shape. The conceptual quandary is this: a protein 

manages to curl up into the same shape every time and while it usually has only one correct fold, 

it can be contorted into an enormous number of others. When two amino acids bond, they can 

adopt roughly 10 different orientations in relation to each other so a protein of about 60 amino 

acids can be in any of about 1060 states 185. This means that even if a protein could try out 100 

billion folds a second, it should take longer than the age of the Universe to stumble over its 

correct fold. But it doesn’t.

Comparative modelling is currently the most popular method for predicting the three- 

dimensional structure of a protein from its sequence. Overall, the accuracy of a model largely 

depends upon the percentage sequence identity and the presence of substantial insertions or 

deletions between the template and target structures. Where sequence identity is high (>65-70%), 

comparative modelling is highly successful and the more confidence that can be placed in the final 

model, but 40-50% identity will only give knowledge about the overall protein fold. No 

confidence can be placed in a model based on a sequence identity of 25-30% or less. In some 

cases one is only interested in the general fold that the protein adopts and so a relatively low 

resolution structure is acceptable. For other applications, such as drug design, the model must be 

much more accurate. In these cases, a poor model may often be far worse than no model at all, as 

it can be seriously misleading.

If there is no obvious homologue, fold recognition can be used to search for an analogous 

fold. If there is neither a homologue nor an analogue, one can try to dock the secondary structural 

elements or attempt de novo folding if the protein is small.

Researchers are accumulating the structures of so many proteins that the fraction of new 

structures that are really unrelated in sequences or folding to anything seen before is falling 

rapidly. In perhaps five or ten years, scientists may have a set of archetypal proteins with folded 

shapes that would more or less cover the space of all possible structures. By using these guides to 

build better computer models, it should, in a few years, be possible to predict the shape of any 

new protein by looking to details of the archetypal protein that its sequence most resembles. For 

biology and biotechnology, this will usher in a new era. After half a century, scientists will at last 

be able to read the ‘second half of the genetic code.
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3.1.2. Helix-loop-helix transcription factors

3.1.2.1. Gene regulation and transcription

Gene regulation can be effected at many levels of expression and in many ways from 

transcription (nuclear RNA synthesis) to protein synthesis. For example, RNA synthesis is mostly 

mediated by transcription factors which bind to DNA enhancer sequences and the accessibility of 

DNA for the transcriptional apparatus, which is governed by the presence of histones and 

chromatin packing (reviewed 186). Differential processing of RNA primary transcripts also 

controls gene expression predominantly through post-transcriptional modifications of mRNA, e.g. 

methylation, splicing and phosphorylation. Different ways of splicing mRNA can also control the 

amount of active form produced. Other factors of consequence for gene regulation include 

transport of mRNA into the cytoplasm and its stabilisation, rate of mRNA translation, and control 

of protein activity (reviewed 187’188).

Transcription is the most significant point at which gene control is exerted and is mediated 

and modulated though a highly intricate array of proteins and biochemical systems. In unicellular 

organisms transcriptional gene regulation is necessary for growth and adaptation to the 

environment, whereas in multicellular organisms, it is required for programming cells in cell 

‘determination’ and for directing production of cell type-specific proteins for specialised functions 

in cell ‘differentiation’. The helix-loop-helix (HLH) proteins are involved in this control system 

and form one class of the large family of proteins of transcription factors. The HLH family 

includes the basic-HLH and the inhibitor of differentiation (Id) proteins and regulates transcription 

by interacting with each other, with other proteins and with DNA. Amongst the HLH proteins are 

members that can effect transcription activation and members, such as Id proteins, that bind these 

activators to negate activity. Altered gene regulation is recognised as an event leading to 

transformation and generation of an oncogenic phenotype. Thus, biological interest in the HLH 

proteins not only stems from their fundamental role in transcription regulation, but also from the 

implications of transcription disregulation in development and cancer pathogenesis.

3.1.2.2. General DNA-binding proteins

The transcription of genes within eukaryotic cells is controlled by complex interactions 

between transcription factors and accessory proteins and specific DNA recognition sequences in 

target genes. These DNA-binding proteins can be classified into families, each defined by a 

structural motif, e.g. ‘helix-turn-helix’, ‘helix-loop-helix’, (3-ribbon motifs, leucine zippers and
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zinc-binding proteins, e.g. containing zinc finger motifs. Many texts can be found covering the 

structure and function of DNA-binding motifs but only the ‘helix-loop-helix’ family of 

transcription factors is discussed in detail.

3.1.2.3. Helix-Loop-Helix (HLH) proteins

The helix-loop-helix motif is a DNA-binding motif employed by many transcription 

regulatory proteins which play a vital role in the complex process of controlling gene regulation, 

cell growth and differentiation. The HLH unit consists of two helices joined by an intervening 

loop and most HLH motifs are of the bHLH type, having a conserved basic, (b), region N- 

terminal to the HLH unit, and necessary for electrostatically interacting with the negative 

phosphate backbone of DNA. HLH proteins form homo- and/or hetero-dimers with other HLH 

proteins to effect their biological functions and mediate their cellular concentrations, one helix of 

each monomer being inserted into two adjacent major grooves of the DNA (see Figure 3.2). The 

HLH domain is used to facilitate this dimerisation and certain HLH transcription factors also 

possess a ‘leucine zipper’ region C-terminal to the HLH unit to promote dimeric interactions 

(bHLHZ proteins, see below). Heterodimerisation with dominant negative (dn) HLH proteins, 

which do not possess the basic region, negates DNA-binding. The overall effect on transcription is 

thus partly determined by the nature and relative strengths of the dimers formed, and on this basis 

gene control can be regulated by the cellular concentrations of the various proteins involved.

The regulation of bHLH proteins occurs at multiple levels. These include tissue-specific 

expression, differential oligomerisation (e.g. the formation of tetramers and larger multimers 

189’190), different DNA binding specificities and interaction with other bHLH proteins or negatively 

acting inhibitors of differentiation HLH proteins. bHLH proteins can also be post-translationally 

modified, Serine phosphorylation of MyoD, for example, prevents it from interacting with DNA 

as a homodimer in vitro, whereas the MyoD/E12 heterodimer is still able to bind DNA 191. bHLH 

proteins can also be regulated through interaction with calcium-loaded calmodulin and S-100 

proteins 192 and evidence exists to show that the activity of certain bHLH proteins can be 

repressed by an increased intracellular calcium ion concentration I93. Calmodulin, S I00 and other 

calcium-binding proteins, e.g. nucleobindin and parvalbumin contain this HLH motif (sometimes 

called an EF-hand) which may be the site of interaction with the HLH transcription factors. 

Cellular concentrations of oxygen can also affect the concentration and activity of some 

transcription factors, e.g. hypoxia-inducible factor-1.
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Figure 3.2. The bHLHZ transcription factor Max bound to DNA.



3.1.2.3.1. The HLH DNA-binding site

The activating protein complex, which is responsible for transcription initiation, consists of 

two domains, DNA-binding and transcription activating.

The DNA-binding domain of nearly all the bHLH and bHLHZ transcription factors bind to 

a general consensus ‘E-box’ recognition site ‘CANNTG’, where NN is the dinucleotide pair CG 

or GC, either as homo-, or more commonly, hetero-dimers 194'196. E-box sites, initially identified 

as elements in B-cell heavy and light chain immunoglobulin gene enhancers, 197,198 are found in 

promoter and enhancer units in genes including insulin, chymotrypsin, muscle creatine kinase, 

myosin and acetylcholine receptors 195. Each partner in the transcription factor dimer recognises a 

half-site sequence of the DNA binding region. Given the common occurrence of the E-box motif, 

HLH protein binding is made cell-specific by cooperative binding with accessory factors, adaptors 

and co-activators adjacent to the E-box site 199. Such factors, e.g. ETS 20°, Ets-1 201 and LIM 202 

proteins, have been identified for expression of immunoglobulin and insulin genes, respectively. 

The transcription activating domain of the HLH transcription factor binds other transcription 

factors, e.g. TFII A and TFII B, which interact with another region of DNA, (e.g. the TATA 

box), at the same time as the DNA-binding domain is interacting with the ‘E-box’. Since the 

whole complex now recognises and binds two DNA sequences situated close together, higher 

sequence specificity is obtained than if only the cE-box’ was targetted. Regulation of transcription 

by hypoxia, for example, requires a multiprotein complex that includes the bHLH protein hypoxia- 

inducible factor-1 (HIF-1), an adjacent transcription factor CREB-l/ATF-l/HNF-4 and the 

general transcriptional activator p300/CBP 203'205. Accessory proteins also interact with myc to 

modulate its function 206 and it is likely that these types of accessory proteins will exist for most 

cell type-specific transcription factors 199

3.1.2.3.2. Classification: Structure and Function

The HLH proteins can be sub-classified according to their structure and function.

I. Structure

The HLH proteins can be considered in four structural classes 195:

(i) The basic HLH (bHLH) proteins use the HLH domain for dimerisation and an N-terminal 

basic region to facilitate DNA-binding, e.g. MyoD and mammalian E2A proteins. This class 

contains the vast majority of HLH proteins.
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(ii) The basic HLH zipper (bHLHZ) proteins are characterised by the possession of a second 

dimerisation motif, the leucine zipper. The zipper region is found C-terminal to the helix-loop- 

helix motif and is characterised by a leucine amino acid repeat eveiy seven residues. Thus, when 

the bHLHZ protein dimerises, the leucine residues of the longer second helix form stabilising 

hydrophobic interactions. Figure 3.2 (lower plate) shows the three pairs of leucine residues in the 

transcription factor Max. The zipper region, however, means these proteins are unable to dimerise 

with ‘zipper-less’ bHLH or dnHLH members. In mammals, bHLHZ proteins are exemplified by 

the Max and Myc proteins.

(iii) The dominant-negative HLH proteins (dnHLH), lack a basic DNA-binding region and are 

thus able to dimerise with other HLH proteins, and inhibit DNA binding. The inhibitor of 

differentiation (Id) proteins have been identified in mammals in this class and there are mammalian 

homologues of the dnHLH Enhancer of split, (E(spl)) Drosophila protein.

(iv) The bHLH-PAS proteins have a dimerisation domain additional to that of the HLH unit 

consisting of two hydrophobic repeat motifs, PAS A and PAS B. These regions are approximately 

50 amino acids in length and contain a signature His-X-X-Asp sequence in each repeat. The PAS 

domain was first identified in the Drosophila proteins Per (the circadian rhythm regulator 207) and 

Sim (a neural developmental factor 208) and in the mammalian proteins Arnt (aryl hydrocarbon 

receptor nuclear translocator 209>21°) and AHR (aryl hydrocarbon receptor 211). Per only has a PAS 

domain and no bHLH region and thus forms abortive complexes that do not bind DNA. Since the 

bHLH domain of AHR displays a broad dimerisation potential and the PAS domain does not, it 

appears that the PAS domain is essential to confer dimerisation specificity on the AHR receptor 

212. This may be true of other PAS proteins. An example of a bHLH-PAS protein also includes 

HIF-1 (hypoxia-inducible factor-1) 213.

H. Function.

The bHLH group of proteins has been roughly classified according to function l93, 

primarily into Class I and II (or A and B I96) but the borderlines are sometimes hard to define and 

distinguish. Classes II, IV and V describe other HLH proteins.

Class I proteins (A). These proteins are ubiquitously expressed and can form homo- and/or 

hetero-dimers 196. These proteins direct cell-specific transcription by interacting as heterodimers 

with the Class II proteins. In contrast to the plethora of class B proteins (see below), only three
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mammalian genes encoding class A proteins have been identified: E2A, which through differential 

splicing encodes the proteins E12 and E47 214; Insulin transcription factor-1 (ITF-1), E2-2/SEF2- 

1 (ITF-2) 215,216 HEB/HTF4 217’218 and daughterless proteins. E12, E47, ITF-1, and E2-2 proteins 

are involved in B-cell, muscle- and pancreatic-specific gene regulation 196>214>215>219 Daughterless 

is a gene product that controls sex determination and neurogenesis in Drosophila 220.

Class II (B) proteins are cell-type-specific and play important roles in myogenesis, 

haematopoiesis and neurogenesis in mammals and sex determination in Drosophila :

(i) Myogenesis: Several bHLH proteins are involved in the determination of myocytes. MyoD 221, 

the archetypal bHLH family member, is one of a number of proteins in the MyoD family that 

function as muscle-determining transcriptional regulators in a heterodimeric complex with E2A 

proteins (E l2 and E47). The heterodimers bind DNA with greater affinity that either homodimer 

196. Many MyoD regulated genes have two cooperative MyoD-binding sites 222. Other members of 

the MyoD family are Myf5 223,224, Myf-6 225, MRF4 226 and myogenin 227,228. All four proteins 

share considerable sequence homology, which extends beyond the bHLH region, and all have the 

property, when expressed, of converting a range of different mesenchymal cell types into muscle 

229,230. MyoD and Myf5 share overlapping functions in generating and/or maintaining muscle cell 

identity and in localising myoblasts to muscle compartments, whereas myogenin appears to be 

required for full differentiation into myotubes 224,231.

(ii) Haematopoiesis. Several bHLH proteins have been identified as encoded by genes involved 

in translocations and are thus implicated in the malignant development of T cells. The Tall (Scl), 

Tal2, Lyll and Lyl2 genes encode homologous proteins and their disregulation is implicated in 

leukaemogenesis 195. This group of proteins is proposed to be regulated by E2A and Id proteins in 

a similar manner to MyoD.

(iii) Neurogenesis. Whereas MyoD and related bHLH proteins specify muscles in vertebrates, 

Achaete and Scute 232,233 and other bHLH proteins specify the initial steps in neural development 

in Drosophila, e.g. daughterless 220,234, extramacrochaetae 235 and atonal 236. In vertebrates, 

Mashl and Mash2 237 are known to be involved in neurogenesis and are mammalian homologues 

of the Drosophila genes Achaete and Scute (reviewed 238) and the bHLH proteins neuroD and 

neurogenin 239,240 are also involved in the regulation of vertebrate neurogenesis 241.

(iv) Sex Determination. Many of the HLH proteins involved in the initial steps of Drosophila 

neurogenesis are also involved in sex determination 242. Drosophila sex is determined by the ratio
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of X chromosomes to autosomes (X:A). The proteins scute!sisterless-b 243-245 and sisterless-a, 

which encodes a bZIP protein 246 act as positive transcriptional activators of the female-specific 

gene sex-lethal which promotes female development.

Class HI: Basic HLH Zipper (bHLHZ) proteins. A third class of bHLH proteins can be formed 

including those which are involved in growth control, notably the wyc-related proteins including 

c-myc, N-myc and L-myc 247,248. The cellular proto-oncogene c-myc, encodes a multifunctional 

protein involved in cell-cycle entry and progression, growth, replication, development apoptosis, 

and is implicated in transformation and tumourigenesis when control is disturbed. The myc 

proteins heterodimerise with the bHLHZ Max proteins 249. Max is a ubiquitously expressed 

protein that preferentially forms DNA-binding MaxJmyc heterodimers rather than its homodimer
250

Four closely related bHLHZ members of the cc-myc network’ have been identified. These 

proteins are collectively referred to as the Mad family and consist of Madl 251, Mxil 252, Mad3 

and Mad4 253. All four Mad proteins are similar in that they homodimerise poorly and thus lack 

intrinsic DNA binding activity. They readily form homodimers with Max, compete for c-myc 

binding sites and negatively regulate the activity of c-myc. The recently identified Mmipl 254 

strongly dimerises with all four Mad members, but not with c-myc or Max.

Other bHLHZ family members include the mammalian nuclear proteins USF, TFEB, TFE3 

and AP-4. USF is implicated in the expression of several tissue-specific or developmentally 

regulated genes, including human growth hormone, mouse metallothionein I and rat y- 

fibrinogen255, TFEB 256 and TFE3 257 bind to the heavy chain immunoglobulin enhancer and AP-4 

258 binds the SV40 enhancer and activates viral late gene transcription.

Class IV: Dominant Negative (dn) HLH proteins

This class contains proteins lacking a DNA-binding domain, e.g. emc 

(extramacroachaetae) 235, the Id family, Hairy 259 E(spl), 260,261, and E(spl) mammalian 

homologues 262 Hairy and E(spl) proteins have a proline in their basic region which disrupts the 

normal helix conformation required to bind DNA. The Id proteins display differential interactions 

with bHLH transcription factors, prevent DNA binding, thus acting as dominant negative 

transcription regulators 263. The Id proteins are involved in inhibiting cell differentiation. Id 

expression decreases in a variety of cell lines when they are induced to differentiate 264-266 and
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conversely, cell differentiation is inhibited by over-expressing Id 267-269 They also act as positive 

regulators of G (l) cell cycle control 270,271. Individual Ids also interact in distinct ways with non- 

bHLH proteins 272-274, The Id family has been found to inhibit differentiation of myogenesis in 

myeloid , erythroid ’ and mammary epithelial cells . The four Id proteins also have 

distinct regulatory roles during meiosis, spermatogenesis and Sertoli cell function 278. Four distinct 

Id proteins have been identified, Idl 264,279j Id2 265,280) xd3 (also known as 1R21, HLH462) 281,282 

and Id4 283. Idl and Id3 heterodimerise with, and prevent DNA-binding of, the E2A proteins and 

MyoD 263)274)284 These two also have a functional role in the control of proliferation and 

differentiation of cartilage 285. Idl has also been shown to regulate indirectly several non- 

myogenic tissue-specific promoters 286,287. Id3 has also been identified as being involved in 

adipocyte differentiation 2SS. Id2 promotes apoptosis by a mechanism independent of dimerisation 

to bHLH factors 289, enhances cell proliferation by binding to the non-bHLH unphosphorylated 

retinoblastoma protein (pRb) family members and abolishing their growth-suppressing function 

290-292 ancj may have a roie in human pancreatic cancer 293. Id4 expression is restricted to neuronal 

cells in the developing brain and spinal cord of the mouse embryo and in adult mice expression is 

highest in brain, kidney and testis 294. Expression control of cell type-specific proteins in terminal 

differentiation is likely to be mediated by the amount of Class I protein that is available to form 

functional heterodimers with Class II proteins, as regulated by dnHLH proteins. Overexpression 

of the Id proteins has been found to result in cell lines with similarities to malignant phenotypes 282 

probably through failure to differentiate.

Class V: bHLH-PAS proteins

Transcription factors of the bHLH-PAS protein family are important regulators of 

developmental processes such as neurogenesis and tracheal development in invertebrates. They 

function in the response to environmental stimuli such as xenobiotics and hypoxia. As described 

above, the bHLH-PAS proteins have a PAS dimerisation domain additional to that of the HLH. 

Roughly a dozen bHLH-PAS proteins have been identified to date, including Drosophila Per (the 

circadian rhythm regulator 20?, Clock protein (also involved in the circadian pacemaking system) 

2 9 2 ,2 9 5  ̂ g-m neum| developmental factor) 208, and Arnt 2 0 9 ,2 1 0  and AHR 2 1 1  which are involved in 

the xenobiotic response, i.e. the metabolism of xenobiotic compounds.

Examples of bHLH-PAS proteins also include Spineless 296, Arnt2 , 297, trl (trachealess), 

298, Sim-a 2" , Sim-2 300, BMAL1/MOP3 (brain and muscle Ah receptor nuclear translocator-like
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protein) 301>302) NPA-1 and NPA-2 (Neuronal PAS domain proteins) 303, HIF-1 (hypoxia-inducible 

factor-1) 213, and EPAS-1 (Endothelial PAS domain protein-1) 20°, (also called MOP2, HRF (HTF- 

related factor)304, and HLF (HTF-like factor) 305). These latter two are very similar with regards to 

their sequences and are expressed only in hypoxic conditions. HIF-1 activates a network of genes 

encoding vascular endothelial growth factor (VEGF) and several glycolytic enzymes. EPAS-1 is 

involved in the regulation of endothelial cell gene expression.

Sequence comparison of the bHLH-PAS proteins indicates a division into two 

phylogenetic groups I and II. Proteins of group I include Arnt (HIF-1 p), Amt2 and Per and these 

can form homodimers or heterodimerise with members of group II. Group II includes HIF- 

la ,  Sim, AHR, and EPAS-1. These will only dimerise with group I.

Proteins researched in this study

The bHLH-PAS protein HIF-1 and the dnHLH protein Id3 discussed above are studied in 

detail in this thesis.

3.1.2.4. Hypoxia-inducible Factor-1 (HIF-1)

Hypoxia is an important component of many pathological processes including tumour 

formation, where it has been associated with resistance to radiotherapy, malignant progression 

and metastasis formation 306'309. Changes in gene expression accompanying tumour hypoxia are 

well recognised, but the underlying mechanisms and precise consequences are not so well 

understood. Hypoxia-inducible factor-1 (HIF-1) is a common transcription factor that has been 

implicated in the hypoxic induction of a number of groups of mammalian genes. HIF-1 was first 

identified as a factor critical for the inducible activity of the erythropoeitin 3' enhancer 213. It is a 

heterodimer with both subunits (HIF-1 a  and -1(3 (Arnt) 209,310) containing a bHLH and a PAS 

domain. It is now recognised to be a key component of a widely operative transcriptional control 

system responding to physiological levels of cellular hypoxia. Insulin has also been shown to 

induce transcription HIF-1 mediates transcriptional activation of a network of genes encoding 

vascular endothelial growth factor (VEGF), haeme oxygenase 1, inducible nitric oxide synthase 

and several glycolytic enzymes (e.g. phosphofructokinase L, phosphoglycerate kinase 1, lactate 

dehydrogenase A) 311'316, HIF-1 is therefore important in modulating gene expression in solid 

tumours, which contain hypoxic regions, influencing angiogenesis and tumour growth 317’318. A
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second role of HIF-1 a  is in the stabilisation of p53 tumour suppressor protein by association with 

i t 319.

To initiate transcription under hypoxic conditions, HIF-1 forms a complex with other 

factors. The C-terminal activation domain of the (3 subunit of HIF-1 binds to the transcription 

factor HNF-4 and the C-terminus of HIF-1 a  binds to p300/CBP, a general transcriptional 

activator 205. A p300-binding protein (p35srj) has recently been discovered which inhibits the HIF- 

la-p300 interaction thus regulating HIF-1 transactivation 32°.

Two transactivation domains on HIF-1 a  have been identified, one at the C-terminus and 

the other in the middle of the polypeptide 321'323? but there is very little understanding of the steps 

underlying the activation of HIF-1 by hypoxia. At the protein level, Arnt is not significantly 

affected by oxygen. In contrast, HIF-1 a  is remarkably unstable in cells exposed to oxygen and is 

rapidly degraded, whereas hypoxia induces a striking increase in the abundance of HIF- 

l a  protein. This suggests that accumulation of HLF-la is a prerequisite to the activation of HIF- 

1, which depends primarily on hypoxia-induced stabilisation of HIF-1 a . An oxygen-dependent 

degradation (ODD) domain within H IF-la  has recently been identified that controls its 

degradation by the ubiquitin-proteasome pathway 324. This ODD domain consists of 

approximately 200 amino acid residues, located in the central region of H IF -la  and its removal 

renders H IF -la  stable, even in oxygenated cells, resulting in heterodimerisation with Arnt, DNA 

binding and transactivation independent of hypoxia signalling.

Inhibition of HIF-1 activity by nitric oxide in hypoxia has been demonstrated, performed 

by blocking an activation step of H IF-la  to a DNA-binding form 325.

Some HIF-la-like proteins have also been identified, mentioned above. They include the 

hypoxia-regulated HIF-3a which also dimerises with Arnt 326, endothelial PAS-1 (EPAS1), which 

is expressed only in endothelial cells and is induced by hypoxia 327, neuronal PAS domain proteins 

(NPA) 1 and 2 328 and HIF-related (HRF), also known as HIF-la-like factor (HLF), detected in 

mouse brain capillary endothelial and bronchial epithelium cells 304j305. A protein with a similar 

sequence to H IF-lp (Arnt2) also exists 297 and H IF-la  also binds the PAS protein BMALla 

(brain and muscle Ah receptor nuclear translocator-like human protein30!).
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3.1.2.5. Id3

The inhibitory Id family and the role of its members has already been briefly discussed. Id3 

binds to MyoD and the E2A proteins E l2 and E47, regulating myogenesis and B-cell, 

immunoglobulin, muscle- and pancreatic-specific genes.

Given the importance of Id proteins in the regulation of a variety of cellular processes (cell 

determination, differentiation and growth) and cell-type-specifc transcription, and considering the 

involvement of HIF-1 in tumour growth and angoigenesis, these two proteins appear attractive 

targets for ligand design.

3.1.3. Binding assays

3.1.3.1. Sodium Dodecyl Sulphate Polyacrylamide Gel Electrophoresis (SDS-PAGE)

Electrophoresis is the migration of a charged particle in an electric field. As proteins 

carry a net charge at any pH other than their isoelectric point, they migrate at a rate dependent 

on their charge density (charge/mass). Application of an electric field to a protein mixture in 

solution therefore results in different proteins migrating at different rates towards one of the 

electrodes. It is possible to carry out electrophoresis in free solution but, since all proteins 

were originally present throughout the whole solution, the separation is minimal. In zone 

electrophoresis, the mixture of molecules to be separated is placed as a narrow band at a 

suitable distance from the electrodes such that molecules of different mobilities travel as 

discrete zones which gradually separate from each other as electrophoresis proceeds. In this 

approach the heat produced results in convective effects that disrupt the separated protein zones 

and diffusion constantly broadens the protein zones. These deleterious effects can be 

minimised by performing the separation in a support medium which inhibits convection, e.g. 

gel-based media, such as starch, agarose and polyacrylamide.

Polyacrylamide gels, chemically inert non-ionic polymers are stable over a wide range 

of pH, temperature and ionic strength and are transparent. Moreover, they can be produced 

with a wide range of pore sizes, optimisable for the separation of proteins of different size 

ranges. In gel-based media, a pore size approximately of the same order as the size of protein 

molecules results in a molecular-sieving effect. Thus, the resulting separation depends on both 

charge density and the size of the proteins being analysed. The gel is placed in a buffer which 

both serves as the electrolyte and dissipates the heat produced. Molecular weight markers can 

also be applied as standards.
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Problems can arise if any of the proteins present are insoluble or are likely to aggregate 

under the conditions used for separation. Suitable additives are therefore used to prevent this, e.g. 

dithiothreitol to cleave disulphide bonds, urea to cause protein unfolding.

SDS-PAGE is currently the most commonly used electrophoretic technique for protein 

analysis. The strong anionic detergent SDS, when used in the presence of disulphide bond 

cleaving reagents, solubilises, denatures and dissociates most proteins to produce single 

polypeptide chains. The resulting SDS-protein complexes can then be separated in gels containing 

SDS. The number of moles of anionic SDS bound to the protein is proportional to the 

polypeptide chain length (over a reasonable range) and hence to the subunit molecular weight.

After electrophoresis, the gel is removed, the separated proteins are immobilised and 

precipitated (‘fixing’) and stained, e.g. with Coomassie Blue. Radiolabelled proteins can be 

detected by using radiographic film or proteins can be labelled with a fluorescent dye prior to 

electrophoresis to be visualised.

3.I.3.2. Resonant mirror biosensor

The IAsys instrument (Affinity Sensors) is an optical biosensor which incorporates a 

stirred microcuvette for studying biomolecular interactions in real-time, revealing the dynamics as 

well as the strength of binding. IAsys uses the optical phenomenon of an evanescent field, which 

occurs when light undergoes total internal reflection and is enhanced within a patented wave­

guide structure called the Resonant Mirror (Figure 3.3) 329. This forms a resonant cavity (or 

wave-guide) and is almost a perfect reflector of light. In total internal reflection (which occurs at 

angles > the ‘critical angle’) light waves are completely reflected at the high-to-low refractive 

index boundary. The component comprising the electric field penetrates approximately one 

wavelength into the low refractive index medium, decaying exponentially and is termed the 

evanescent field. Its strength is enhanced at the biosensor device’s resonance angle which is highly 

sensitive to the refractive index at the surface. The evanescent field is used to probe the refractive 

index, thus conferring a surface selectivity to the sensor system: bulk changes outside of the 

surface region are not seen. By immobilising a receptor molecule on the sensor surface and adding 

a solution of ligand, it is therefore possible to measure only those molecules that bind to, or 

dissociate from, the receptor.
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Figure 3.3. Structure o f the resonant mirror sensing device (adapted 329)

The resonant mirror consists of a high-index wave-guide (resonant layer) separated from a high- 

index prism block by an intervening low-index coupling layer. Changes in the refractive index at 

the surface o f the device (to which the receptor molecules are attached) change the angle at 

which light can be made to propagate in the wave-guide. Laser light (670nm) is scanned in a 10° 

arc across the device. At the resonant angle, high intensity light passes from the prism through 

the coupling layer to propagate in the wave-guide as a surface evanescent wave. The light returns 

via the coupling layer, emerging to strike the detector. To properly resolve the resonance angle, 

the optical components are arranged to give a 90° rotation of polarisation. A polariser in front of 

the detector enables the angle o f interest to be accurately distinguished and this is extremely 

sensitive to the binding reactions occurring at the device surface.

3.1.3.3. Fluorescence spectroscopy

Fluorescence spectroscopy has assumed an increasing role in the study of the dynamics 

and structure o f biological macro molecular assemblies. Intrinsic or extrinsic fluorescent 

emission, extremely sensitive to local environment, can be used to monitor the kinetics and 

thermodynamics o f the incorporation o f a particular subunit or substrate into an assembly. 

Fluorescence can also be used to measure distances between pairs o f loci in the assembled 

structure (discussed in the following section). The basic principles o f fluorescence are now 

described.
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When a molecule in its ground state, So (Figure 3.4), is irradiated with radiation of the 

appropriate wavelength, energy is absorbed and the molecule excited to a singlet state Si. This 

state contains many quantised energy levels and the molecule can occupy any o f these, but 

vibrational relaxation by energy loss to the surroundings effectively immediately returns it to the 

lowest energy state, Si.

T,

Vibrational
relaxation

Vibrational
relaxation

C /5  OX)

Phosphorescence

Vibrational
relaxation

Figure 3.4. Pathways for production and de-excitation o f an excited state.

The molecule can then lose energy from this state through any o f the following 

processes, all returning the molecule to the original ground state, So:

(i) In fluorescence, (fo), the molecule returns to So by the emitting radiation at a wavelength 

longer than the absorption wavelength because energy loss through vibrational relaxation has 

already occurred in Si, and the molecule can return to any number o f energy levels of So higher 

in energy than the ground state o f So.

(ii) By internal conversion, (kic■), excitation energy is lost by collision with solvent molecules, or 

by dissipation through internal vibrational modes. The rate (k/c) o f internal conversion generally 

increases with temperature due to the increased rate of solvent collisions. Thus, fluorescence 

correspondingly decreases.
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(iii) In intersystem crossing, (kjS), spin exchange converts the excited singlet (spin=0) into an 

excited triplet (spin=l). This can convert to the ground singlet state (S0) either by 

phosphorescence (emission of a photon) or by internal conversion. A spin conversion is 

forbidden by the spin selection rule, so the intensity for direct singlet-triplet absorption is 

extremely low and the triplet state normally has an extremely long radiative lifetime, often 

seconds, rather than the nanoseconds found for singlets. This means that collision with quenchers 

(molecules which deactivate the excited state) or internal conversion can compete effectively with 

phosphorescence and in solution it is rarely observed.

3.I.3.3.I. Fluorescence Resonance Energy Transfer (FRET)

Excellent reviews on the basics of fluorescence resonance energy transfer (FRET) 330'333 

should be consulted for more detailed discussion of the technique and its applications. A brief 

introduction follows.

FRET is a very sensitive technique for measuring the distance between two fluorophores 

separated by approximately 10-100A. It is a distance-dependent interaction between the 

electronic excited states of two molecules in which excitation is transferred from a donor 

molecule to aff acceptor molecule without emission of a photon. The idea behind the technique is 

to label the two points of interest with different dyes, a donor, which must be fluorescent, and an 

acceptor, which need not necessarily be fluorescent, but often is.

The three primary conditions for FRET are:

1, The absorption spectrum of the acceptor must overlap with the fluorescence emission 

spectrum of the donor (Figure 3.5).

2, Donor and acceptor molecules must be close (typically 10-100A). (The exact range depends on 

the dyes chosen).

3, Donor and acceptor transition dipole orientations must be approximately parallel.

On photo excitation the donor transfers energy to the acceptor, which then fluoresces at a 

much longer wavelength than the original absorption wavelength. FRET depends on the inverse 

sixth power of the intermolecular separation 334, making it useful over distances comparable with 

the dimensions of biological macromolecules. By measuring the amount of energy transfer, it is 

possible to estimate the distance between donor and acceptor 335. The extent of energy transfer 

can be measured in several ways: decrease in donor intensity or quantum yield, increase in 

intensity of acceptor emission (sensitised emission), decrease in donor lifetime, change in lifetime
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Figure 3.5. Absorption and emission spectra of two donor-acceptor pairs 

used in FRET studies (adapted 332 ).
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of excited state of the sensitised molecule. These changes in fluorescence can be measured by 

comparing a complex labelled with both donor and acceptor to controls labelled only with donor 

or acceptor. FRET is thus useful for investigating a variety of biological phenomena that produce 

changes in molecular proximity 336j337. Reviews exist on the applications o f FRET to the study of 

actin and assembly 338, nucleic acids 339, phycobiliproteins 340 and microscopy 341. Examples of 

systems studied are oligonucleotides 342’3439 Holliday junctions 344, nucleic acid hybridisation 345>3467 

oligopeptides 334, rhodopsin 347, myosin 348, calcium binders 349, receptor-ligand interactions 350,35 

RNA 352, and nucleic acid-protein complexes such as nucleosomes 353 and protein-promoter 

interactions 354. FRET has also been used to monitor dynamic processes, e.g. HIV protease 

activity

Choice of dyes for FRET

Labelling the sites of interest with appropriate dyes can be difficult. The dyes must be 

spectrally compatible {i.e. the emission spectrum of the donor must overlap the absorption 

spectrum of the acceptor), and able to site-specifically label the molecule of interest without 

perturbing its initial structure. In addition, it is helpful to have an idea of the magnitudes of the 

distances to be measured. If the two points are less than a certain characteristic distance, Ro, (the 

distance at which 50% of the energy is transferred), almost all the energy is transferred, but if 

greater than this distance very little energy is transferred. Ideally a pair of dyes are picked with R0 

equal to the distance to be measured since small changes in the distance around Ro lead to such 

large changes in signal. Because the distances are generally unknown it is wise to pick a donor- 

acceptor pair with a large Ro value greater of equal to the distance to be measured. Figure 3.5 

show two examples of donor-acceptor pairs. More pairs include fluorescein and 

tetramethylrhodamine, AEDANS and nitrobenzofurazan (NBD), tryptophan and AEDANS 332

Problems

Whilst FRET is good for measuring relative distances, it is limited in measuring absolute 

distances, because the efficiency of energy transfer depends, not only on the distance between the 

donor and acceptor, but also on the relative orientations of the dyes, a factor not precisely known. 

This orientation factor can be significant, modifying the fitted-distance by a factor of 0 to 1.25. 

FRET is also limited for absolute distances by the uncertainty in defining the exact position of the 

FRET dyes because of the flexibility of the linker used to attach the dyes. The very sharp distance
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dependence of FRET leads to two drawbacks: (1) it is difficult to measure relatively long 

distances because the signal is very weak, and (2) the signal tends to be ‘all or none’.

3.1.4. Aims

In many cases, fully functional transcription factors are detrimental to the survival of the 

cell. Knowledge of the structure of these proteins is vital in understanding and explaining their 

functional and dimerisation properties but the X-ray crystal structures of only a handful of the 

bHLH and bHLHZ domains of some transcription factors have been solved. All bHLH 

transcription factors bind DNA as a dimer, monomers having no transcriptional activity alone and 

so if dimerisation can be prevented, transcriptional activation will not occur. Site-directed 

mutagenesis studies on the HLH domains of the proteins Max, E47 and MyoD show that the 

highly conserved hydrophobic core formed in the interface of two HLH monomers is a major 

determinant of dimer stability 238>35<5>357i An obvious way to disrupt the life-cycle of a cell in cases 

where it is desirable to do so, e.g. cancerous cells, is to prevent transcription of certain genes. One 

way of doing this is therefore to design an inhibitor to sit at the hydrophobic interface of the 

monomers and prevent dimerisation. There has been no report of this being undertaken, so a 

generic proof of principle was attempted, applied to both HIF-1 and Id proteins. Structural 

modelling studies had already been carried out on Id3 in our laboratory 184,3585 but the three- 

dimensional structure of HIF-1 is unknown.

The aims of the study were therefore to build a model of HIF-1 and then design molecules 

to bind the hydrophobic regions of the monomers H IF-la and Id3. Peptides were designed as 

inhibitors as many can be easily synthesised in a knowledge-guided combinatorial manner from 

just a limited number of amino acids. The binding of the synthesised peptides were to be 

investigated using the three techniques described above.

The SDS-PAGE pull-down assays and the IAsys biosensor were used to study the binding 

of peptides to Id3 and possible dimerisation inhibition potential. It was aimed to assess FRET as a 

potential monitor to study the peptides binding to the Arnt or H IF -la  monomer of the HIF-1 

transcription factor dimer. The peptides were labelled with an acceptor molecule and the 

Arnt/HIF-la protein with a fluorescent donor.

Therefore, the aims of this study were as follows:

(i) Construct a comparative molecular model of the bHLH domain of HIF-1.

(ii) Identify residues important for dimerisation in the HLH region.
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(iii) Identify residues important for binding to DNA.

(iv) Design a family of peptides to inhibit dimerisation of HIF-1 and E47-Id3 by mimicking the 

important residues on one monomer dimerisation surface.

(v) Synthesise the peptides using solid-phase knowledge-based combinatorial chemistry.

(vi) Test the peptides for binding activity and potential dimerisation inhibition using a range of

techniques e.g. pull-down assays (SDS-PAGE), resonant mirror biosensor techniques 

(monitoring the changes in the refractive index of free protein versus peptide-bound 

protein), fluorescence.

(vii) Suggest mutant constructs of H IF -la  and fHF-l(3 to be used for fluorescent labelling.
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3.2. MATERIALS AND METHODS

3 . 2 . 1 .  Comparative modelling

3 . 2 . 1 . 1 ,  Database searching and sequence alignment

A search of proteins of the Brookhaven Protein Database (http://www.pdb.pdb.bnl/gov) 

using the key words ‘helix-loop-helix’ produced five proteins: MyoD mouse protein (database 

entry lmdy) 359, yeast Pho4 (entry laOa, 36°), Max human protein (entry lhlo, 361 and entry lan2, 

362), human upstream stimulatory factor 1 (USF, lan4)363 and a theoretical model of the human 

protein E47 (entry lhlh, 364). The structure of E47 has been solved 365, but not deposited in the 

Protein Database. At the time of modelling, the structure of USF was also not publicly available 

so the co-ordinates of these two proteins were kindly provided by personal communication from 

the original authors. (A crystal structure of the bHLH sterol regulator binding protein la, SREBP, 

(entry lam9A) 366 has now been solved since the time of modelling, so is not included in this 

study, though it is referred to in the Discussion). NMR structures have also been determined of 

the bHLH region of E47 367 and the c-Myc-Max heterodimer 368.

The amino acid sequences of the human HIF-1 monomers a  and P (ARNT) were 

extracted from the web using SEQNET (SERC Laboratories, Daresbury U.K., 

http://www.SEQNET.dl.ac.uk). The HLH region of H IF-la is found in the first 80 residues of the 

sequence and the HLH region of HCF-ip/ARNT is found in residues 90-160 310. This was 

confirmed using the ProDom structural analysis program 369. These sequences were aligned with 

the HLH regions from the proteins with known crystal structures using the multiple sequence 

alignment program BLASTP, and MULTALIN 169 was also used to check the results.

A review by Littlewood and Evan 238 contains a sequence alignment of the HLH proteins 

known at that time and gives qualitative information on conserved residues and sequence 

similarity over the HLH family. To try and identify other HLH sequences to add to this alignment 

and possibly find more solved HLH structures, the HLH regions of H IF -la  and lp  were used as 

query sequences in BLASTP searches 167 of the OWL 370,371 and SWISS-PROT 372 protein 

sequence databases. (The following default values were used; scoring matrix = BLOSUM 62 166, 

wordsize = 3, statistical significance threshold = 10). A maximum of 150 sequences was listed and 

a maximum of 100 sequences aligned. A search of GENBANK with the keywords ‘helix-loop- 

helix’ was also carried out and all the results edited to remove redundancy. These searches yielded 

only four of the proteins above whose three-dimensional structures have been determined: MyoD,
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Pho4, Max and USF, but it gave approximately 30 additional new sequences to add to Littlewood 

and Evan’s alignment. The resulting alignment (Figure 3.6) gives no hierarchical order of 

similarity to H IF -la  or 1(3, but is intended to serve as a general visual guide to conserved regions 

of amino acids.
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Figure 3.6. Sequence alignment of the HLH region of proteins representative of the HLH family.
The proteins listed until Ra were aligned by Littlewood and Evan 238 and are 
referenced therein. H IF-la  and the proteins from Ra onwards were found by 
searching the SWISS-PROT, OWL and GenBank databases using the keywords 
‘helix-loop-helix’.

<  *  H I >
H I F - l a 1 1 KKISSERRKEKSRDAARSRRSKESEVFYELAHQLP

H I F - 1 P 8 2 SSADKERLARENHSEIERRRRNKMTAYITELSDMVP
SIM 1 MKEKS KNAARTRREKENTEFCELAKLLP
C - M y c ( Z ) 3 4 8 STDTEENVKRRTHNVLERQRRNELKRSFFALRDQIP
N - M y c ( Z ) 4 8 0 S ERRRNHNILERQRRN DLRS SFLTLR DHVP
L - M y c ( Z ) 2 7 3 VSSDTEDVTKRKNHNFLERKRRNDLRSRFLALRDQVP
V -M y c (Z ) 3 1 5 RTLDSEENDKRRTHNVLERQRRNELKLRFFALRDQIP
S - M y c ( Z ) 3 3 8 SNSDLEDIERRRNHNRMERQRRDIM RSSFLNLRDLVP
M a x ( Z) 1 9 QSAADKRAHHNALERKKRDHIKDSFHSLRDSVP
M a d (Z ) 4 9 KSKKNNSSSRSTHNEMEKNRRAHLRLCLEKLKGLVP
M x i l ( Z ) 2 2 SGTSNTSTANRSTHNELEKNRRAHLRLCLERLKVLIP
A P 4 (Z ) 2 5 RDQERRIRREIANSNERRRM QSINAGFQSLKTLIP
U S F (Z ) 1 9 5 TRDEKRRAQHNEVERRRRDKINNWI VQLSKI I P
T F E 3 (Z ) 1 3 3 ALLKERQKKDNHNLIERRRRFN IN D R IK E L G T L IP
T F E B (Z ) 3 2 6 ALAKERQKKDNHNLIERRRRFN IN D R IK E L G H L IP
T F E C (Z ) 1 0 4 ALAKERQKKDNHNLIERRRRYNIN Y R IK E L G T L IP
F I P ( Z ) 1 3 7 RTPRDERRRAQHNEVERRRRDKINNW IVQLSKIIP
A D D 1 (Z ) 2 8 8 A Q SRGEKRTAHNAIEKRYRSSINDKIVELKDLW
M i (Z ) 1 9 8 ALAKERQKKDNHNL IERRRRFN IN D R I KELGTLI P
S R E B P - l a ( Z ) 3 1 8 AQSRGEKRTAHNAIEKRYRS S IN D K IIE L K D L W
E 1 2 5 4 3 KAERE KERRVANNARERLRVR DINEAFKELGRMCQ
E 4 7 / I T F 1 3 3 2 / 4 7 1 LRDRERRMANNARERVRVRDINEAFRELGRMCQ
IT F 2 5 1 3 KAE RE KERRMANNARERLRVRDINEAFKELGRMVQ
HEB 5 6 2 KIEREKERRMANNARERLRVRD INEAFKELGRMCQ
Da 5 4 8 KAIREKERRQANNARERIRIRDINEAFKELGRMCM
T w i s t 4 4 7 ETDEFSNQRVMANVRERQRTQSLNDAFKSLQQIIP
L - S c 8 0 EQLPSVARRNARERNRVKQVNNGFVNLRQHLP
S c u t e 9 6 DQSQSVQRRNARERNRVKQVNNSFARLRQHIP
A c h a e t e 2 3 GPS VIRRNARERNRVKQVNNGFSQLRQHIP
A s e n s e 1 5 6 PLPQAVARRNARERNRVKQVNNGF ALL R EK IP
M a s h l 1 0 9 LPQQQPAAVARRNERERNRVKLVNLGFATLREHVP
M a sh 2 1 1 7 SAAVARRNERERNRVKLVNLGFQALRQHVP
M yoD 1 0 5 TTNADRRKAATMRERRRLSKVNEAFETLKRCTS
M y o g e n in 8 0 VDRRRAATLREKRRLKKVNEAFEALKRSTL
M y f 5 8 2 MDRRKAATMRERRRLKKVNQAFETLKRCTT
MRF4 9 2 TDRRKAATLRERRRLKKINEAFEALKRRTV
L y l l / 2 1 4 5 / 1 1 2 PQKVARRVFTNSRERWRQQHVNGAFAELRKLLP
T a l l 1 8 5 KW RRIFTNSRERW RQQNVNGAFAELRKLIP
T a l 2 1 TRKIFTNTRERWRQQNVNSAFAKLRKLIP
H e n l / 2 7 5 / 7 8 KYRTAHATRERIRVEAFNLAFAELRKLLP
H e s l ( D ) 3 2 S EHRKS S KPIMEKRRRARIN E  SLSQ LK T LIL
H e s 2 ( D ) 1 1 AELRKS LKPLLEKRKRARIN E  SLSQLKGLVL
H e s 3 ( D ) 1 MEKKRRARINLSLEQLRSLLE
H e s 5 ( D ) 1 0 LSPKEKNRLRKPVVEKMRRDRINSSIEQLKLLLE
E ( s p l ) M 5 ( D) 1 0 FVSKTQHYLKVKKPLLERQRRARMNKCLDTLKTLVA
E ( s p l ) M 7 (D ) 7 MSKTYQYRKVMKPLLERKRRARINKCLDELKDLHA
E ( s p l ) M8 (D ) 4 TTKTQIYQKVKKPLMERQRRARMNKCLDNLKTLVA
H a i r y ( D ) 2 5 ETPLKSDRRSNKPIMEKRRRARIN N CLNELKTLIL
D p n (D ) 3 5 LSKAELRKTNKPIM EKRRRARINHCLNELKSLIL
E m c ( D ) 2 3 RIQRHPTHRCDGENAEMKMYLSKLKDLVP
I d l ( D ) 7 1 GTRLPALLDEQQVNVLLYDMNGCYSRLKELVP
I d 2 ( D ) 7 5 s r s k t p v d d p m s l l y n m n d c y s k l k e l v p

I d 3 ( D ) 2 5 ARGRGKSPSTEEPLSLLDDMNHCYSRLRELVP
I d 4 ( D ) 4 8 ARCKAAEAAADEPALCLQCDMNDCYSRLRRLVP
C b f l 2 1 6 TDEWKKQRKDSHKEVERRRRENINTAINVLSDLLP
P h o 4 2 4 4 GALVDDDKRESHKHAEQARRNRLAVALHELASLIP
L c 4 0 6 AQEMSGTGTKNHVMSERKRREKLNEMFLVLKSLLP
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R -S 4 1 0 AQEMS— ATKNHVMSERKRREKLNEMFLVLKSLXP
P e r u 3 7 8 AQE------NGAKNHVMSERKRREKLNEMFLVLKSLVP
D e l i l a 4 3 3 AKPTADEIDRNHVLSERKRREKINERFLILKSLVP
Ra 1 M SERRRREKLNEM FLILKSW P
C l o c k 3 3 KAKRVSRNKSEKKRRDQFNVLIKELGSMLP
B M A L la 3 1 REAHSQIEKRRRDKM NSFIDELASLVP
ARLC 4 1 1 GTGTKNHVMSERKRREKLNEMFLVLKSLLP
AHR 2 0 KTVKPIPAEGIKSNPSKRHRDRLNTELDRLASLLP
HRF 1 6 ELRKEKSRDAARCRRSKETEVFYELAHELP
H I F - 3 a 8 SNTELRKEKSRDAARSRRQETEVLYQLAHTLP
t r l 7 6 ELRKEKSRDAARSRRGKENYEFYELAKMLP
E P A S -1 8 RSSSERRKEKSRDAARCRRSKETEVFYELAHELP
S im a 9 3 4 KRKEKSRDAARCRRSKETEIFMELSAALP
T a n g o 9 KERFASRENHCEIERRRRNKMTAYITELSDMVP
A r n t  2 64 SRENHSEIERRRRNKMTQYITELSDMVP
NPA1 4 4 AQRKEKSRNAARSRRGKENLEFFELAKLLP
NPA2 1 MDEDEKDRAKRASRNKSEKKRRDQENVLIKELSSMLP
CTF4 3 1 1 KERRMANNARERLRVR D INEAFKELGRMCQ
ATH1 1 5 8 KQRRLAANARERRRMHGLNHAF DQLRNVIP
ESC 1 3 3 3 PELRTSHKLAERKRRKEIKELFDDLKDALP
IN 0 2 2 3 5 KVRKWKHVQMEKIRRINTKEAFERLIKSVR
IN 0 4 4 5 Q IR IN H V SSEK K R R E L E R A IFD E L V A W P
NDF1 9 1 MTKARLERFKLRRMKANARERNRMHGINAALDNLRKWP
NDF2 1 2 1 ARLERSKLRRQKANARERNRMHDLNAALDNLRKWP
NDF3 9 1 RSRRVKANDRERNRMHNLNAALDALRSVLP
RTG1 3 9 PKD FFRDYYG ISG SNDTLSESTP
POD1 8 0 QRNAANARERARHRVLSKAFSRLKTTLP
H x t 1 0 0 PKKERRRTES IN  SA FA ELR E C IP
H ed 8 KRRGTANRKERRRTQSINSAFAELRECIP
I d 6 3 5 KIPLLDEQMTMFLQDMNSCYSKLKELVP
S E F 2 5 5 4 PEQKAEREKERRMANNARERLRVRDINEAFKELGRMVQ
E 2 F B P -1 2 4 7 QAAAAQRAVRAQAAALEQLREKLESAEP
A B F -1 1 0 3 ECKQSQRNAANARERARMRVLSKAFSRLKTSLP
M ad3 5 0 QAPGALNSGRSVHNELEKRRRAQLKRCLEQLRQQMP
M ad4 5 0 KAPNNRSSHNELEKHRRAKLRLYLEQLKQLVP
P a r a x i s 6 8 W RQRQAANARERDRTQSVNTAFTALRTLIP
M a th 5 3 3 PGRLESAARRRLAAN/^RERRRMQGINTAFDRLRRWP
DERMO-1 6 1 FEELQSQRILANVRERQRTQSLNEAFAALRKIIP
H a n d l 9 4 RRKGSGPKKERRRTES IN SA FA E LR E C I P
H a n d 2 9 7 PVKRRGTANRKERRRTQS IN SA FA E LR E C I P

H I F - l a
H I F - l p
SIM
c - M y c ( Z )  
N - M y c ( Z ) 
L - M y c ( Z ) 
V -M y c (Z )  
S -M y c (Z )
M a x (Z )
M a d ( Z)
M x i l ( Z )
A P 4 (Z )  
U S F (Z )
T F E 3 (Z )
T F E B ( Z) 
T F E C (Z )  
F I P ( Z )
A D D 1 (Z )
M i (Z )
S R E B P - l a ( Z )
E 1 2
E 4 7

< LOOP > <  H2 >
4 6  ------------------------------LPHNVSSHLDKASVMRLTISYLRVRKLLDAGDLDIEDDMKAQM
1 1 8 -------- ------------------------------TCSALARKPDKLTILRMAVSHMKSLRGTGNTSTDGSYKPSFLT
3 0  ------------------------------l p a a i t s q l d k a s v i r l t t s y l k m r q v f p d g l g

3 8 4   ELENNEKPKW ILKKATAYILSVQAEEQKLISEEDLLRKRREQLKHKLEQL
5 1 0   e l v k n e k a a k w i l k k a t e y v h s l q a e e h q l l l e k e k l q a r q q q l l k k i e h a

3 1 0   TLASCSKAPKWILSKALEYLQALVGAEKRMATEKRQLRCRQQQLQKRIAYL
3 5 2   EVANNEKAPKWILKKATEYVLSLQSDEHKLIAEKEQLRRRREQLKHNLEQL
3 7 5    ELVHNEKAAKWILKKATEYIHTLQTDESKLLVEREKLYERKQQLLEKIKQS
5 2   SLQGEKASRAQILDKATEYIQYMRRKNHTHQQDIDDLKRQNALLEQQVRAL
8 5   LGPESSRHTTLSLLTKAKLHIKKLEDCDRKAVHQIDQLQREQRHLKRQLEKLG
5 9   LGPDCTRHTTLCLLNKAKAHIKKLEEAERKSQHQLENLEREQRFLKWRLEQLQG
6 0   h t d g e k l e k a a i l q q t a e y i f s l e q e k t r l l q q n t q l k r f i q e l s g s s

2 2 8   DCSMESTKSGQSKGGILSKACDYIQELRQSNHRLSEELQGLDQLQLDNDVLRQQVEDL
1 6 8 -------- ------------------------------KSSDPEMRWNKGTILKASVDYIRKLQKEQQRSKDLESRQRSLEQANRSLQLRIQEL
3 6 1   KANDLDVRWNKGTILKASVDYIRRMQKDLQKSRELENHSRRLEMTNKQLWLRIQEL
1 3 9   KSNDPDIRWNKGTILKASVDYIKWLQKEQQRARELEHRQKKLEHANRQLWLRIQEL
1 7 2   DCNADNSKTGASKGGILSKACDYIRELRQTNQRMQETFKEAERLQMDNELLRQQDIEL
3 2 2  -------------------------------------GTEAKLNKSAVLRKAIDYIRFLQHSNQKLEQENLTLRSAHKSKSLKD
2 3 3   KSNDPDMRWNKGTILKASVDYIRKLQREQQRAKDLENRQKKLEHANRKLLLRVQEL
3 5 2   GTEAKLNKSAVLRKAIDYIRFLQHSNQKLKQENLSLRTAVHKSKSLKDLV
5 7 8  ------------------------------LHLNSEKPQTKLLILHQAVSVILNLEQQVRERNLNP
3 6 5  ------------------------------MHLKSDKAQTKLLILQQAVQVILGLEQQVRERNLNP
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I T F 2  5 4  8   LHLKSDKPQTKLLILHQAVAVILSLEQQVRERNLNP
HEB 5 9 7   LHLKSEKPQTKLLILHQAVAVILSLEQQVRERNLNP
Da 5 8 3   THLKSDKPQTKLGILNMAVEVIMTLEQQVRERNLNP
T w i s t  4 8 2  ---------------------------------- TLPSDK LSK IQ TLK LATRYIDFLCRM LSSSDISLLK A
L - S c  1 1 2   q t w n s l s n g g r g s s k k l s k v d t l r i a v e y i r g l q d m l d d g t a s s t r h

S c u t e  1 2 8   QSIITDLTKGGGRGPHKKISKVDTLRIAVEYIRSLQDLVDDLNGGSNIG
A c h a e t e  5 3  AAVIADLSNGRRGIGPGANKKLSKVSTLKMAVEYIRRLQKVLHE
A s e n s e  1 8 8  ------ EVSEAFEAQGAGRGASKKLSKVETLRMAVEYIRSLEKLLGFDFPP
M a s h l  1 4  4 ---------------------------------- NGANKKMSKVETLRSAVEYIRALQQLLDEHDAVSAAFQ
M a sh 2  1 4 7  ---------------------------------- MGANKKLSKVETLRSAVEYIRALQRLLKEHDAVRAALS
M yoD 1 3 8   S-NPNQRLPKVEILRNAIRYIEGLQALLRDQDAAP
M y o g e n in  1 1 0   L-N PN Q R LPK V EIL R SA IQ Y IER L Q A LL SSL N Q EER
M y f 5 1 1 2  ---------------------------------- TNPNQ RLPK VEILRSAIRYIESLQ ELLREQ
MRF4 1 2 2   ANPNQRLPKVEILRSAISYIERLQDLLHRLDQQEK
L y l l / 2  1 7 8 / 1 4  ------------------------------------ THPPDRLSKNEVLRLAHKYIGFLVRLLRDQTAVLTSGP
T a l l  2 1 5   THPPDKKLSKNEILRLAMKYINFLAKLLNDQEEEGTQ
T a l 2  3 0   THPPDKKLSKNETLRLAMRYINFLVKVLGEQSLQQTT
H e n l / 2  1 0 3 / 1 0 6 ---------------------------------- TL PPD K K LSK IE IL R LA IC Y ISY L N H V LD V
H e s l ( D )  6 2   LDALKKDSSRHSKLEKADILEMTVKHLRNLQRAQHTAALSTDP
H e s 2  (D ) 4 1   LPLLGAETSRYSKLEKADILEM TVRFLREQPASVCSTEAP
H e s 5  ( D) 4 4  QEFARHQPNSKLEKADILEMAVSYLKHSKAFAAAAGP
E ( s p l ) M5 ( D) 4 5 ------------------------- EFQGDDAILRMDKAEMLEAALVFMRKQVVKQQAPVS
E ( s p l ) M7 ( D) 4 1   ECVAQTGDAKFEKADILEVTVQHLRKLKESKKHVP
E ( s p l ) M8  (D ) 3 8  --------------------------ELRGDDGILRMDKAEMLESAVIFMRQQKTPKKV
H a i r y  (D ) 5 9   DATKKDPARHSKLEKADILEKTVKHLQELQRQQAAM
D p n (D ) 6 9   EAMKKDPARHTKLEKADILEMTVKHLQSVQRQQLNM
Ernc(D)  6 2  -------------------------------- FM PKNRKLTKLEIIQHVIDYICDLQTELETH
I d l  (D ) 1 0 3 --------- -------------------------------- TLPQNRKVSKVEILQHVIDYIRDLQLELNS
I d 2  (D ) 1 0 4 --------- -------------------------------- SIPQNKKVTKM EILQHVIDYILDLQIALDS
I d 3  ( D) 5 7   G VPRG TQ LSQ VEILQ RVIDYILDLQ W LAEP
I d 4  (D ) 8 0   TIPPNKKVSKVEILQHVIDYILDLQLALETH
C b f l  2 5 1  ----------------------------------------- VRE S SKAAILARAAEYIQKLKETDEANIEK
P h o 4  2 7 9  -----------------------AEWKQQNVSAAPSKATTVEAACRYIRHLQQNGST
L c  4 4 1   SIHRVNKASILAETIAYLKELQRRVQELES
R -S  4 4 3  --------------------------------------- SIHRVNKASILAETIAYLKELQRRVQELES
P e r u  4 1 0 --------- --------------------------------------- SIH K V D K A SIL A E T I AYLKELQRRVQELES
D e l i l a  4 6 8 --------- --------------------------------------- SGGKVDKVSILDHTIDYLRGLERKVDELES
Ra 2 3  --------------------------------------- SIH KVDKASIFAETIAYLKELEKRV
C l o c k  6 3   GNARKMDKSTVLQKSIDFLRKHKETTAQSDASE
B M A L la 5 8  ------------------------------TCNAMSRKLDKLTVLRMAVQHHRTLRGA
ARLC 4 4 1  --------------------------------------- S I  HRVNKAS ILAETIAYLKELQRRVQELE
AHR 5 5   FPQDVTNKLDKASVLRLSVSYLRAKSFFDVALKSSPTERN
HRF 4 7  ------------------------------LPHSVSSHLDKASTM RLAISFLRTHKLLSSVCSENESEA
H I F - 3 a  4 0   FARGVSAHLDKASIMRLTISYLRMHRLCAAGEWNQ
t r l  1 0 6  ------------------------------LPAAITSQ LDK ASIIRLTISYLK LRDFSGH G DPPW TREAS
E P A S -1  4 2   LPHNVSSHLDKASIM RLEISFLRTHKLLSSVCSENESEAEAD
S im a  9 6 3   LKTDDVNQLDKASVHRITIAFLKIREMLQFVP
T a n g o  4 2   TCSALARKPDKLTILRMAVAHMKALRGTGNTS
A r n t 2  9 2   TCSALARKPDKLTILRMAVSHHKSMRGTGN
NPA1 7 4  ------------------------------LPG AISIQ LDK ASIV RLSVTYLRLRR FAALG AP
NPA2 3 8   GNTRKMDKTTVLEKVIGFLQKHNEVSAQTEIC
CTF4 3 4 1   LHLKSEKPQTKTLILHQAVAVILSLEQQVR
ATH1 1 8  9 -------------------------------- SFNNDKKLSKYETLQMAQIYINALSELL
E S C l ( Z )  3 6 3   LDKSTKSSKWGLLTRAIQYIEQLKSEQVALEAYVKSLE
I N 0 2  2 6 5 --------- --------------------------- TPPKENGKRIPKHILLTCVM NDIKSIRSANE
IN 0 4  7 4 -------------------------------------------- DLQ PQESRSELIIYLKSLSYLSW LYERNEK
NDF1 1 3 0  -------------------------------- CYSKTQKLSKIETLRLAKNYIW ALSEILRSG
NDF2 1 5 0  -------------------------------- CYSKTQKLSKIETLRLAKNYIW ALSEILRSGKRP
NDF3 1 2 1  -------------------------------- SFPDDTKLTKIETLRFAYNYIW ALAETLRLAD
RTG1 6 2   GALGLSSKAKGTGTKDGKPNKGQILTQAVEYISHLQNQVDTQ
POD1 1 0 8 --------- -------------------------------- W V P P DTKL SKL DTLRLAS SY IA H L RQI LAN D
H x t  1 2 3  -------------------------------- N V P ADTKL PKIKTL RLAT SY IAYLM DLDLKDAQ
H ed  3 7   n v p a d t k l s k i k t l r l a t s y i a y l m d l l a k d d q n g

I d 6  6 3 -------------------------------------------- TLPTNKKASKHEILQHVIDYIWDLQVELESKK
S E F 2 5 9 2   LHLKSDKPQTKLLILHQAVAVILSLEQQVR
E 2 F B P 1  2 6 6   PEKKMALVADEQQRLMQRALQQNFLAMAAQLPM
A B F -1  1 3 6  -------------------------------- WVPPDTKLSKL DTLRLAS SYIAHLRQLLQED
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M ad3  
M ad4  
P a r  a x i s  
M a th 5  
DERMO-1 
H a n d l  
H a n d 2

Key:
(Z): bHLHZ (leucine zipper) proteins.
(D): HLH proteins lacking a functional DNA-binding domain.
* - residue conferring specificity for CACGTG or CAGCTG E-box motif.

HIF-la: Hypoxia-inducible factor-la (Homo sapiens) 373
Ra: transcriptional activator Ra homologue (Oiyza longistaminata) 374
Clock: Clock protein {Mas musculus) 290’295
BMALla: Brain and muscle Ah receptor nuclear translocator-like protein {Homo sapiens) 301
ARLC: Anthocyanin regulatory LC protein, (Zea mays) 375
AHR: Aromatic hydrocarbon receptor {Homo sapiens) 211
HRF: HIF-related factor {Homo sapiens) 304
HIF-3a: Hypoxia-inducible factor-3a326
trl: trachealess protein {Drosophila) 298
EPAS-1: Endothelial PAS domain protein 1 {Homo sapiens) 327
Sima: Similar protein {Drosophila melanogaster) 299
Tango: Tango protein {Drosophila melanogaster) 376
Arnt2: Arnt2 {Mas musculus) 297
NPA1 and NPA2: Neuronal PAS domain proteins 1 and 2 {Homo sapiens)328
CTF4: Chicken transcription factor 4 {Gallus gallus)377
ATH: Atonal protein homologue 1 {Homo sapiens)378
ESC1: ESC1 protein {Schizosaccharomyces pombe)379
IN02: IN02 protein {Saccharomyces cerevisiae)380
IN04: IN04 protein {Saccharomyces cerevisiae)381
NDF1: Neurogenic differentiation factor 1 {Homo sapiens)239
NDF2: Neurogenic differentiation factor 2 {Homo sapiens)240
NDF3: Neurogenic differentiation factor 2 {Homo sapiens)240
RTG1: Retrograde regulation protein 1 {Saccharomyces cerevisiae)382
POD1: Mesoderm specific protein {Mus musculus)383
Hxt: Hxt protein {Mus musculus)384
Hed: Hed protein {Mus musculus)384
Id6: Id protein homologue Id6 {Danio rerid)385
SEF2: SEF2 protein {Mus musculus)386
E2FBP1: E2F binding protein {Homo sapiens)387
ABF-1: ABF-1 protein {Homo sapiens)388
Mad3 and Mad4: Mad3 {Mus musculus) and Mad4 {Homo sapiens)253 
Paraxis: {Mus musculus)389 
Math5: {Mus musculus)390
DERMO-1: Twist-related protein DERMO-1 {Mus musculus)391 
Handl: {Homo sapiens)392 
Hand2: {Homo sapiens)393

Residues in bold are fully or semi-conserved residues of the HLH proteins: blue = basic, red = acidic, 
green = hydrophobic. The following groups of amino acids are considered similar (A,C,F,I,L,M,V); 
(Y,F,H); (D,E); (Q,N); (K,R); (S,T).

8  6   LGVDCTRYTTLSLLRRARVHIQKLEEQEQQARRLKEK
8 2   l g p d s t r h t t l s l l k r a k v h i k k l e e q d r r a l s i k e q

9 9  -------------------------------- t e p v d r k l s k i e t l r l a s s y i a h l a n v l l l g
7 0  -------------------------------- QWGQDKKLSKYETLQMALSYIIALTRILAE
9 5  ---------------------------------- TLPSDKLSKIQTLKLAARYIDFL
1 2 3  -------------------------------- N VPADTKL S K I KTLRLAT SYIAYLMDV
1 2 8  -------------------------------- n v p a d t k l s k i k t l r l a t s y i a y l m d l l a
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3.2.1.2. Modelling of helix backbones

Homology modelling was performed using SYBYL 6.4.2 (Tripos Inc.) and QUANTA 97 

(QUANTA Version 97, 1997) on a Silicon Graphics Indy R4000. Figure 3.7 shows the sequence 

alignment o f the bHLH regions of H IF-la  and lp  with the proteins with known 3-D structures 

and Table 1 shows their percentage sequence identities and similarities (defined in Figure 3.7).

< HI >
HIF-la 11 KKIs s e r r k e k s r d a a r s r r s k e s e v f y e l a h q l p
HIF-iP 82 S SADKERLARENHSEIERRRRNKMTAYITELS DMVP
MyoD 105 TTNADRRKAATMRERRRLSKVNEAFETLKRCTS
Max 19 QSAADKRAHHNALERKRRDHIKDSFHSLRDSVP
E47(ITF1) 332 LRDRERRMANNARERVRVRDINEAFRELGRMCQ
USF 195 TRDEKRRAQHNEVERRRRDKINNWIVQLSKIIP
Pho4 244 GALVDDDKRESHKHAEQARRNRLAVALHELASLIP

<  L X  H2 >
HI FI-a 4 6 ---LPHNVSSHLDKASVMRLTISYLRVRKLLDAGDLDIEDD
HIFI—P 118 — t c s a l a r k p d k l t i l r m a v s h m k s l r g t g n t s t d g s y k p s
MyoD 138 ----- SNPNQRLPKVEILRNAIRYIEGLQALLRDQDAAPPGA
Max 52 -----SLQGEKASRAQILDKATEYIQYMRRKNHTHQQDIDDLKRQ
E47(ITF1) 365 ---MHLKSDKAQTKLLILQQAVQVILGLEQQVRERNLNP
USF 228 -DCSMESTKSGQSKGGILSKACDYIQELRQSNHRLSEEL
Pho4 27 9 AEWKQQNVSAAPSKATTVEAACRYIRHLQQNGST

Figure 3.7. Sequence alignment o f H IF-la  and HIF-1 p with the five proteins whose 3-D 

structures have been solved to date.

Key: HIFl-a: Hypoxia-inducible factor-1 a  2I3, SIM: Single-minded protein, Drosophila Melanogaster 
208, HIF 1-P: Arnt, human aryl hydrocarbon receptor nuclear translocator protein 209 21°, MyoD: Myogenic 
factor mouse protein 394, Max: Max human protein 25°, E47: E47 Insulin transcription factor human 
protein 215'395, USF: Upstream stimulatory factor human protein 396, Pho4: Regulatory protein Pho4, 
Saccharomyces cerevisiae 397. Residues in bold: fully or semi-conserved residues of the HLH proteins. 
Blue: basic, red: acidic, green: hydrophobic. The following groups of amino acids are considered similar 
(F,H,I,L,M,V,Y); (D,E); (Q,N); (K,R); (A,G); (S,T). Pair-wise identity was calculated for the number of 
identities between the 31 residues aligned for the HI helices of HIF-la and HIF-1 P and the 20 residues of 
the H2 helices. Percentage similarity was calculated using the number of pair-wise identical and similar 
residues.
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H IF -la H IF-ip/A rnt

Helix 1 (HI) Helix 2(H2) Helix 1 (H 1) Helix 2(H2)

USF 25.8 38.7 23.8 33.3 41.9 61.3 20.7 31.0

Max 19.4 32.3 18.8 l l l l l l 32.3 45.2 23.8 47.6

MyoD 25.8 29.0 1 27.8 50.0: 19.4 323 28.6 5o;o |
E47 22.6 29.0 4.8 '38; i | | 25.8 35 S '- 33.3 38.1

Pho4 25.8 20.0 40.01 25.8 58.1 25.0 50.0

Table 3 . 1 . Sequence identity and conserved residue similarity (shaded grey) for HIF-lct and P and 

the five proteins with crystal structures measured over helix 1 (31 residues) and helix 2 

(21 residues).

USF has the highest sequence identity over HI to both H IF -la  and HIF-ip (25.8% and 

41.9%, respectively) and conserved residue similarity to HIF-ip (61.3%). Pho4 has the highest 

similarity to HI of H IF -la  (51.6%). USF also has the highest sequence identity and conserved 

residue similarity to HIF-ip over H2 (20.7% and 31.0%, respectively). Max has the highest 

sequence identity and conserved residue similarity to H IF-la over H2. From this analysis USF 

(residues D197-P227) was chosen as the basic template on which to model H IF-la  over HI 

(residues S15-P45) and HIF-ip over HI (residues E87-P117). It was thought more suitable to 

model both H is on one protein rather than two separate ones, so Pho4 was not chosen for the 

modelling.

Even though there was high sequence similarity between the H2s of the HIF monomers 

and Max and USF, the latter two are zipper (b/HLH/Z) proteins possessing a heptad leucine 

residue-repeat motif directly following H2 which is important in dimerisation (see Figure 3.2). 

The presence of these leucine residues therefore constrains the H2/Z region in an interaction. HIF- 

1 is not a zipper protein and the two H2 regions are not so constrained to interact. Out of MyoD 

and E47, MyoD has the highest sequence identity to H IF-la H2 (27.8%) and conserved residue 

similarity (50%) and also the highest conserved residue similarity to HIF-lp H2 (50%). The 

modelling of the H2s was therefore based on MyoD (MyoD residues K146-D166 used to model 

K56-G76 of H IF -la  H2 and K128-T148 of HIF-lp H2). Modelling was carried out by direct
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superposition of the amino acid sequences on the corresponding protein backbone atoms of the 

crystal structures after superposing similar residues matched from the alignments.

3.2.1.3. Modelling of loop regions

None of the loop regions of the HLH crystal structures have good similarity in sequence 

or length to the loops in the HIF-1 monomers. The loops of MyoD and Max are two residues 

shorter than the 10-residue loops of HIF-1 and the loops of E47 and USF are two residues longer. 

A fragment search of the protein structural database in QUANTA and Brookhaven Protein 

Database using the HIF-1 loops yielded no satisfactory hits. As the loops show no conserved 

sequence and considerable variability in length, (Figure 3.6), it was decided to model the loops of 

both monomers (P45-D55 of H IF -la  and P117-D127 of HIF-1 P) on the loop of USF (P227- 

S239). This was achieved by superposition of residues P45-H53 of H IF -la  and P117-K125 of 

HIF-lp onto the a-carbons of USF P227-K235 and residues L54-D55 (H IF-la) and P126-D127 

(HIF-lp) onto the a-carbons of USF Q239-S240. The gaps were joined and the loop minimised 

to convergence keeping all atoms in the helix fixed (200 iterations of Steepest Descent (SD), 

followed by the Adopted Basis Set Newton-Raphson (ABNR) algorithm).

3.2.1.4. Side chain modelling

Side chains were added directly to the backbones of the monomers, polar hydrogens 

added and the monomer models minimised. Minimisation of side-chain structures (200SD) was 

followed by minimisation of the entire structure to convergence (200SD and ABNR). 

Dimerisation of the monomers was achieved by using the USF homodimer as a template and 

superposing the conserved hydrophobic residues in the dimer interface of HIF-1. The protein 

backbone of the heterodimer was fixed and the side chains relaxed again, (200SD), followed by 

ABNR minimisation to energy convergence. The SYBYL Biopolymer/Analyse Protein and 

QUANTA Protein Health options were used to validate the model by checking for close contacts, 

bond lengths/angles, chirality and buried/exposed residues in the dimer. The root mean square 

difference of the C a trace and backbone (excluding the loop region) was calculated between the 

HIF-1 model and the corresponding regions of the USF and MyoD proteins.

3.2.1.5. DNA-bound model

To obtain a model structure o f HIF-1 complexed to DNA, the crystal structure of DNA-
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bound USF was taken and the residues of the bottom helices mutated to those of the HIF-1 

sequence. It was decided not to ‘place’ the model of the HIF-1 dimer using computer graphics 

onto the DNA by directly copying the DNA co-ordinates of USF, as any small irregularities which 

may have arisen in the model could lead to spurious results regarding DNA-binding 

conformations. Moreover, severe steric clashes could occur. It was more representative of the 

true side-chain conformations of HIF-1 if USF was mutated. The DNA sequence of USF was also 

mutated to a sequence based on the erythropoeitin 3' enhancer sequence (51- 

GGGCCCTACGTGCTGTCTCACACAGC-3').

3.2.2. Peptide design, synthesis and binding studies

3.2.2.I. Materials

Reagents were purchased from or kindly donated by the suppliers listed below:

Affinity Sensors: Carboxymethyl-dextran cuvettes, NHS Coupling Kit (containing NHS (0.2g), 

EDC (1.15g) and 1M ethanolamine, pH8.5 (25ml)).

Aldrich Chemical Co. Ltd., Gillingham, Dorset, England. DIC, (99%), DMF (99.9+%, HPLC 

grade), 4A molecular sieves (1/8" beads), piperidine (99.5+%, redistilled), TES.

Amersham Life Sciences. Rainbow molecular weight marker (RPN 755).

BDH Chemicals Ltd., Poole, Dorset, England. Acetic acid (glacial), AMPS, Bromophenol 

Blue, dichloromethane, diethyl ether, ethanol, methanol (AnalaR grade), NNN'N'- 

tetramethylethylenediamine (Temed, ‘Electran’), sodium chloride (GPR), sodium dodecyl 

sulphate, tris(hydroxymethyl)methylamine (AnalaR grade)

Calbiochem-Novabiochem (UK) Ltd. OPfp esters of Fmoc-protected amino acids: L-Ala, L-Ile, 

Gly, L-Leu, L-Met, L-Nle, D-Phe, L-Phe, L-Pro, L-Tyr (lBu), L-Val.

Fmoc-protected amino acids: p-L-Ala-OH, L-Cys (Trt)-OH, D-Leu-OH, D-NVal-OH, L-Ser 

(lBu)-ODhbt, D-Tyr (lBu)-OH.

Chiron Technologies Pty Ltd., Clayton, Victoria, Australia. GAP Cleavable Multipin Peptide 

Synthesis Kit.

Lancaster Synthesis Ltd., Eastgate, Morecambe, Lancashire, England. NBD-C1.

National Diagnostics, Hull, England. Ultrapure Protogel (30% (w/v) acrylamide: 0.8% (w/v) 

bisacrylamide stock solution (37.5:1), protein sequencing and electrophoresis grade).

Pierce: Tween 20.
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Promega. In vitro transcription-translation kit for E12 and E47 production (consisting of DNA 

template (lpg/ml), RNAase inhibitors (40u/|il), DTT, (lOOmM), TNT buffer, reticulocyte lysate, 

amino acid solution minus methionine (ImM), T7 polymerase, L-[35S]methionine)

Rathburn Chemicals Ltd., Walkerburn, Scotland. DMF, (peptide synthesis grade). DMF was 

purified before use with 4A molecular sieves (1/8" beads), which had been activated by heating 

overnight and allowing to cool in an evacuated vacuum dessicator over anhydrous CuSC>4 . The 

molecular sieves (approximately 200g) were then added to 2.5 litres of peptide synthesis grade 

DMF, left in the dark for 3 days, shaken and left for a further 4 days to stand before being 

decanting the solvent off for use.

Sigma Chemical Co. Ltd., St. Louis, USA. 6-AHA, GSH, PBS, HOBt, TFA,

3.2.2.2. Peptide design

The structural molecular models of HIF-1 and Id3-E47 358 were analysed and compared to 

other HLH structures and sequence alignments to identify which hydrophobic residues were 

important in stability at the dimer interface (at the top of helix 1, bottom of helix 2, see Results 

section). Peptides were designed to bind to H IF -la  or Id3 with the aim of preventing dimerisation 

with their respective partners Arnt and E47. After identifying the important hydrophobic residues 

in these partners, the rest of the monomer was removed using computer graphics keeping the 

correct orientations and in-space conformations of the hydrophobic residues. Amino acid linker 

groups were selected manually to join these residues, thus forming a peptide containing all the 

essential hydrophobic amino acids, but without the long flexible loop linkers joining the top of 

helix 1 to the bottom of helix 2 in the parent protein. Once a peptide lead had been designed, 

variations were introduced in a knowledge-based, semi-combinatorial manner, by substituting the 

hydrophobic groups for related others, e.g. phe-rtyr, ile-^-val, leu~»norvaline, changing the 

stereochemistry and/or varying the linker, e.g. ser~>gly.

Figure 3.8 lists the 48 first-generation lead-test peptides synthesised (all were 15-mers). 

Peptide 1(1) is the peptide most closely resembling the hydrophobic residues o f Arnt. Since the 

hydrophobic residues of E47 are so similar to those of Arnt, variants of peptide 1(1) should also 

bind Id3. Two random peptides, E and F, were purchased to be used in binding studies also.
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1 1(1) D-Phe L-Pro D-Leu PAla L-Ile L-Leu Gly Gly L-Val L-Pro L-Val L-Ile L-Leu L-Ser L-Leu
2 2(1) D-Phe L-Pro D-Leu PAla D-Leu L-Leu Gly Gly L-NLe L-Pro L-Val L-Leu L-Ile L-Ser L-Leu
3 3(1) D-Phe L-Pro D-Leu pAla L-Leu L-Leu Gly L-Ser D-N V L-Pro L-Met L-Val L-Leu L-Ser L-Leu
4 4(1) D-Phe L-Pro D-Leu PAla L-Val L-Leu Gly L-Ser L-Leu L-Pro L-M et D-Leu L-Ile L-Ser L-Val
5 5(1) D-Phe L-Pro D-Leu PAla L-Met D-Leu Gly L-Ser L-Ile L-Pro D -N V L-Nle L-Leu L-Ser D-NV
6 6(1) D-Phe L-Pro D-Leu PAla L-NLe D-Leu L-Ser Gly D-Leu L-Pro D -N V L-Val L-Ala Gly D-Leu
7 7(1) D-Phe L-Pro D-Leu PAla L-Ile D-Leu L-Ser Gly L-Val L-Pro L-Tyr L-Leu D-N V Gly L-Ile
8 8(1) D-Phe L-Pro L-Ile pAla D-Leu D-Leu L-Ser Gly D-Leu L-Pro L-Tyr L-Ile L-Ser Gly D-Leu
9 9(1) D-Phe L-Pro L-Ile pAla L-Leu D-Leu L-Ser L-Ser L-NLe L-Pro L-NLe D-Leu Gly Gly L-Leu
1 10(1) D-Phe L-Pro L-Ile PAla L-Val D-Leu L-Ser L-Ser L-Ile L-Pro L-NLc L-NLe D-Leu Gly L-Met
1 11(1) D-Phe L-Pro L-Ile PAla L-Met D-Leu L-Ser L-Ser D-N V L-Pro L-Leu L-Ile L-Val Gly L-NLe
1 12(1) L-Phe L-Pro L-Ile PAla L-NLe D-Leu Gly Gly L-Leu L-Pro L-Leu L-Val L-Ile Gly L-Val
1 1(2) L-Phe L-Pro L-Ile PAla L-Ile L-Ile Gly Gly D-Leu L-Pro L-Ile L-Val L-Leu Gly D-NV
1 2(2) L-Phe L-Pro L-Ile pAla D-Leu L-Ile Gly Gly L-Val L-Pro L-Ile L-Leu L-Val Gly L-Ile
1 3(2) L-Phe L-Pro L-Ile PAla L-Leu L-Ile Gly L-Ser L-Leu L-Pro L-Val D-Leu L-Ser Gly D-Leu
1 4(2) L-Phe L-Pro L-Nle PAla L-Val L-IIe Gly L-Ser D-N V L-Pro L-Val L-NLe D-N V Gly L-Leu
1 5(2) L-Phe L-Pro L-Nle PAla L-Met L-Ile Gly L-Ser L-Ile L-Pro L-Met L-NLe L-Ala L-Ser L-Met
1 6(2) L-Phe L-Pro L-Nle PAla L-NLe L-Ile L-Ser Gly L-NLe L-Pro L-M et D-Leu Gly L-Ser L-Val
1 7(2) L-Phe L-Pro L-Nle PAla L-Ile L-Ile L-Ser Gly L-Val L-Pro D-N V L-Ile D-Leu L-Ser L-Ile
2 8(2) L-Phe L-Pro L-NLe PAla D-Leu L-Ile L-Ser Gly D-Leu L-Pro D-N V L-Leu D-N V L-Ser D-NV
2 9(2) L-Phe L-Pro L-Nle PAla D-Leu D-NV L-Ser L-Ser L-Ile L-Pro L-Tyr L-Val L-Val L-Ser L-NLe
2 10(2) L-Phe L-Pro L-Nle PAla L-Val D-NV L-Ser L-Ser D-NV L-Pro L-Tyr L-NLe D-Leu L-Ser D-Leu
2 11(2) L-Phe L-Pro L-NLe PAla L-Met D-NV L-Ser L-Ser L-Leu L-Pro L-Nle D-Leu L-Ser L-Ser L-Val
2 12(2) D-Tyr L-Pro L-Leu PAla L-NLe D-NV Gly Gly L-NLe L-Pro L-Nle L-NLe Gly L-Ser L-Ile
2 1(3) D-Tyr L-Pro L-Leu PAla L-Ile D-NV Gly Gly L-Leu L-Pro L-Leu L-Leu L-Ala L-Ser D-NV
2 2(3) D-Tyr L-Pro L-Leu PAla D-Leu D-NV Gly Gly L-NLe L-Pro L-Leu L-Val D-N V L-Ser L-Met
2 3(3) D-Tyr L-Pro L-Leu PAla L-Leu D-NV Gly L-Ser D-N V L-Pro L-Ile L-Nle L-Val L-Ser L-Leu
2 4(3) D-Tyr L-Pro L-Leu PAla L-Val D-NV Gly L-Ser L-Val L-Pro L-Ile D-Leu L-Ile Gly L-NLe
2 5(3) D-Tyr L-Pro L-Leu pAla L-Met L-NLe Gly L-Ser D-Leu L-Pro L-Val L-Ile D-Leu Gly L-Met
3 6(3) D-Tyr L-Pro L-Leu PAla L-NLe L-NLe L-Ser Gly L-IIe L-Pro L-Val L-Leu L-Ala Gly L-NLe
3 7(3) D-Tyr L-Pro L-Leu PAla L-Ile L-Nle L-Ser Gly L-Val L-Pro L-Met L-Val L-Ser Gly L-NLe
3 8(3) D-Tyr L-Pro L-Val pAla D-Leu L-NLe L-Ser Gly L-Leu L-Pro L-M et L-Nle Gly Gly D-Leu
3 9(3) D-Tyr L-Pro L-Val PAla L-Leu L-NLe L-Ser L-Ser D-NV L-Pro D -N V D-Leu L-Val Gly L-Ile
3 10(3) D-Tyr L-Pro L-Val pAla L-Val L-NLe L-Ser L-Ser L-NLe L-Pro D -N V L-Ile L-Leu Gly L-Met
3 11(3) D-Tyr L-Pro L-Val pAla L-Met L-NLe Gly L-Ser D-Leu L-Pro L-Tyr L-Leu L-Ile Gly D-NV
3 12(3) L-Tyr L-Pro L-Val pAla L-NLe L-NLe Gly Gly L-Ile L-Pro L-Tyr L-Val D-N V Gly L-Val
3 1(4) L-Tyr L-Pro L-Val PAla L-Ile L-Let Gly Gly D-NV L-Pro L-NLe L-NLe L-Ala Gly L-Met
3 2(4) L-Tyr L-Pro L-Val PAla D-Leu L-Met Gly Gly L-Val L-Pro L-NLe D-Leu L-Ser Gly D-NV
3 3(4) L-Tyr L-Pro L-Val PAla L-Leu L-Met Gly L-Ser L-NLe L-Pro L-Leu L-Ile Gly L-Ser D-Leu
4 4(4) L-Tyr L-Pro L-Val PAla L-Val L-Met Gly L-Ser D-Leu L-Pro L-Leu L-Leu D-Leu L-Ser L-He
4 5(4) L-Tyr L-Pro L-Met pAla L-Met L-Met L-Ser L-Ser L-He L-Pro L-Ile L-Val L-Ser L-Ser L-Val
4 6(4) L-Tyr L-Pro L-Met PAla L-NLe L-Met L-Ser Gly L-Leu L-Pro L-Ile L-NLe L-Leu L-Ser L-NLe
4 7(4) L-Tyr L-Pro L-Met pAla L-Ile L-Met L-Ser Gly D-Leu L-Pro L-Tyr D-Leu D -N V L-Ser L-Met
4 8(4) L-Tyr L-Pro L-Met PAla D-Leu L-Met L-Ser Gly L-Ile L-Pro D -N V L-Ile L-Val L-Ser L-Leu
4 9(4) L-Tyr L-Pro L-Met pAla L-Leu L-Leu L-Ser L-Ser L-Val L-Pro L-NLe L-Leu L-Ile L-Ser D-Leu
4 10(4) L-Tyr L-Pro L-Met pAla L-Val L-Leu L-Ser L-Ser D-N V L-Pro L-Met L-Val L-Ala L-Ser L-Ile
4 11(4) L-Tyr L-Pro L-Met pAla L-Met L-Leu Gly L-Ser L-Leu L-Pro L-Val L-Ile Gly L-Ser D-NV
4 12(4) L-Tyr L-Pro L-Met pAla L-NLe L-Leu L-Ser Gly L-NLe L-Pro L-Leu L-Ile D-Leu L-Ser L-NLe

E H-D-Phe-Pro-Arg-4M pNA
F Z-Lys-Phe-Arg-pNA

Figure 3.8, The 48 peptides synthesised.
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3.2.2.3. Peptide synthesis

Syntheses were carried out manually according to standard manufacturer’s protocols on 

48 crowns with the grafted surface esterified with Fmoc-glycine. The whole synthesis was carried 

out at room temperature

3.2.2.3.1. First residue attachment

The block of crowned pins was immersed in a bath of 20% (v/v) piperidine in DMF for 30 

minutes to remove the Fmoc group, removed from the bath, excess liquid shaken off and the pins 

washed in a DMF bath for 2 minutes, followed by washing in a methanol bath. The methanol 

washing step was repeated twice with fresh methanol. The block was removed and allowed to dry 

in an acid-free fume cupboard for a minimum of 30 minutes.

3.2.2.3.2. Coupling procedure

Coupling was achieved using a solution of either the activated amino acid ester (OPfp) 

(lOOmM) with HOBt (120mM) or the free amino acid (lOOmM) with HOBt (120mM)/ DIC 

(lOOmM) in DMF. DIC serves to activate the non-esterified amino acids. Bromophenol Blue 

(lOmM) DMF was added so that its concentration in the amino acid solution was 0,05mM. 

Bromophenol Blue turns blue in the presence of free amine groups, indicating the progress of the 

coupling. Activated amino acids (150pl) were dispensed into the appropriate wells of the 

polypropylene reaction trays and the block of Fmoc-deprotected pins placed in the wells. The 

block was placed under a polypropylene container (to minimise evaporation losses and 

contamination) and left for a minimum of 5 hours. After this time, if there were any crowns 

displaying a blue colour, the coupling step was repeated and left, if necessary, overnight.

On completion of coupling, the block was washed in a methanol bath with agitation for 5 

minutes, allowed to air-diy for 2 minutes and washed in a DMF bath with agitation for 5 minutes. 

The Fmoc deprotection, washing, coupling and washing steps were repeated to build all 48 15- 

mer peptides.

3.2.2.3.3. Fluorescent labelling

The 16 peptides 1-4(1), 1-4(2), 1-4(3) and 1-4(4) (Figure 3.8) were labelled at their N- 

termini with the fluorogenic reagent NBD-C1. Each was Fmoc-deprotected as above, immersed in 

NBD-C1 (800pl of 0.040M in 3% triethylamine in DMF) for 48hours 398, washed in DMF and
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of 0.040M in 3% triethylamine in DMF) for 48hours 398, washed in DMF and methanol and air- 

dried ready for side-chain deprotection and cleavage from the pins.

5.2.2.3.4. Side-chain deprotection

If  side-chain deprotection did not proceed immediately, the blocks of peptides were stored 

in sealed containers with a dessicant in a cold room (4°C). Deprotection of the Cys(Trt) Tyr (lBu) 

and Ser (lBu) amino acids was achieved by treating the pins with DCM:TFA:TES (9:5:1) for 

2.5hr at room temperature. The TES is a cation scavenger in this reaction, which produces only 

volatile co-products 3" . This is an improvement introduced in this laboratory to the pin 

methodology. On removal from the deprotection reaction bath, the pins were fully immersed in 

methanol for 10 min, in 0.5% glacial acetic acid in methanol/water (1:1 v/v) for lhr and finally 

washed in water for 5min prior to cleavage.

3.2.2.3.5. Cleavage

The peptides were cleaved from their supports in 0 .1M NaOH in 40% acetonitrile/water 

to produce peptides with a free acid at the C-terminus and glycine at the N-terminus. This was 

achieved in deep-well polystyrene, cleavage blocks with 730pl buffer per pin for 1.5-2hr. The 

cleavage solution was then neutralised with 2M NaH2 P0 4  (70pl), which gave a final pH of about 

7, and gently mixed. The peptide solutions were transferred to tubes, sealed and stored at -80°C.

3.2.2.3.6. Characterisation

Three representative peptides were characterised by mass spectrometry.

3.2.2.4. Peptide binding studies: SDS-PAGE assays

Preliminary studies of the abilities of the peptides for Id3-binding and prevention of Id3- 

E47 dimerisation were carried out using two techniques, SDS-PAGE pull-down assays and a 

resonant mirror biosensor. The E47-related HLH protein E l2 also binds to Id3 and was used in 

one of the biosensor assays.

3.2.2.4.I. Gel preparation and electrophoresis conditions

The following reagents were mixed to provide the gel and stacking gel:
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Running Gel: Stacking Gel:

Sterilised H2 O: 2.3ml 6.80ml
Protogel: 5.0ml 1.70ml
1.5MTris-HCl pH8.8: 2.5ml l.OMTris-HCl pH8.0: 1.25ml
10% SDS lOOpl lOOjul
10% AMPS lOOpl lOOpl
Temed (‘Electran’) 4pl lOpl

Sample Buffer (dvel Volume (pi)

10% SDS: 2
Glycerol 1
DTT 1
l.OMTris-HCl pH6.8 600
0.001% Bromophenol blue 5 
Sterilised H2Q 5

Running gel was made first, AMPS and TEMED being added last to catalyse gel 

formation. An aliquot (6ml) o f the resulting mixture was loaded between two glass plates with 

200pl o f 0.1%SDS evenly applied to the top to help settling. The gel was allowed to set, excess 

water poured off the top and stacking gel made in the same way. The stacking gel serves to 

concentrate the applied sample before it enters the running gel. Approximately 2ml stacking gel 

was evenly applied to the top of the running gel and dispensing combs inserted. The gel was left 

to set at room temperature for 30 min before use, or wrapped in wet paper towels and cling-film 

and stored at 0-4°C for up to 4 days. Radiolabelled samples to be run on the gel were prepared 

(see below), sample buffer (dye) added (20pl) and the samples incubated at 100°C for 5min. The 

samples (10pl) were loaded together with molecular weight reference markers, immersed in 

electrolyte buffer (10% Tris-glycine-SDS) and a 130V potential applied across the gel for 

approximately 1.5-2hr. The gel was then cut away from the glass plates, washed and ‘fixed’ in 

10% methanol/10% acetic acid for 20-30min and finally washed in ‘Amplifier’ for 20min before 

drying. An autoradiograph was then taken.

3.2.2.4.2. Glutathione S-transferase (GST)-Id3 fusion protein, E12 and E47 production

Purified GST-Id3 fusion protein and in vitro translated (IVT) [35S]-labelled E12 and E47 

were kindly provided by Dr. R. Deed (Paterson Institute for Cancer Research, Manchester).

156



Purified IVT E l2 and E47 were produced according to the manufacturers’ instructions for 

IVT (Promega). Equimolar concentrations of each IVT protein with comparable specific activities 

were generated using L-[35S]methionine and aliquots (5pl) analysed on Tris-glycine (12%) SDS 

polyacrylamide gels.

3.2.2.4.3. HLH protein dimerisation controls

To test that the assay gave reliable results on a known system, Id3-E47, Id3-E12 and 

MyoD-E47 binding were studied. Purified Id3-GST or MyoD-GST fusion-protein bound to 

glutathione-Sepharose beads (25pl) was added to buffer (50mMTris HC1 pH8.0, 120mM NaCl,

0.5% NP40, 200pl) and IVT E47 or E12 (5pil) and incubated on a rotator for lhr at 4°C. The 

resulting mixture (radiolabelled E47/E12 complexed with Sepharose bead-bound MyoD/Id3- 

GST) was washed with buffer (2x500pl), reconstituted in sample buffer (20pl) and heated to 

100°C (5mins) before SDS-PAGE. Following electrophoresis, the gel was dried and 

autoradiographed.

The above procedure was repeated with various volumes of Id3-GST-beads (25, 10, 5, 

and 2.5pl) made up to a total volume of 25pl with GST-bound Sepharose beads, to determine the 

minimum concentration of Id3-GST-beads which gave an observable band on the autoradiograph. 

This concentration was chosen for use in peptide-binding studies.

3.2.2.4.4. Acetonitrile control

As the final cleavage solution of the peptides was 0.175M NaH2PC>4 in 40% 

acetonitrile/water, the effect of acetonitrile on E47-Id3 binding was studied by adding acetonitrile 

to the incubation solution (25pi undiluted Id3-GST beads and 5pi E47) at concentrations of 40, 

10, 5 and l%(v/v) and the mixtures rotated at 4°C for lhr.

3.2.2.4.5. Peptide assays on Id3

Some individual peptide solutions after cleavage from the solid-phase supports were 

divided into four aliquots (200pi) and aliquots pooled:

PI: 8(1)+10(1)+11(1)+12(1)

P2 : 8(2)+10(2)+11(2)+12(2)

P3 : 8(3)+10(3)+l 1(3)+12(3)

P4 : 8(4)+10(4)+11(4)+12(4)
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P5\ 5(l)+6(l)+7(l)+5(4)

P6 : 5 (2)+6(2)+7 (2)+6(4)

P7\ 5 (3 )+6(3 )+7 (3 )+7 (4)

Peptide pools P1-P7 (lOOpl) were added to Id3-GST (5pl Id3-GST-beads diluted with 

20pl GST-beads) and incubated on a rotator at 4°C for 3hrs. E47 (5pi) was then added and the 

mixture rotated for lhr, washed (2x500pl buffer), reconstituted in sample buffer (20pl) and 

heated to 100°C (5mins) before being loaded onto the gel. Following electrophoresis, the gel was 

dried and autoradiographed. Controls with no peptide added were also carried out and the 

experiment replicated.

3.2.2.S. Peptide binding studies: resonant mirror biosensor studies

The first set of the following experiments (3.2.2.5.1-3) was carried out while the resonant 

mirror biosensor instrument (IAsys) was on loan to the School of Pharmacy. In these experiments, 

the Id3-GST protein was immobilised on a CM-Dextran surface via glutathione. The aim was to 

observe binding of E12-GST, known to dimerise with Id3-GST as a system control. The peptide- 

binding experiments (3.2.2.5.4-5) were kindly carried out by Dr. Phil Buckle, (Labsystems, 

Affinity Sensors) at a later date.

3.2.2.5.I. Immobilisation of glutathione (GSH) onto a carboxymethyl (CM)-dextran surface

Reagents:

Running buffer: PBS (lOmM sodium phosphate, 2.7mM potassium chloride, 138mM sodium 

chloride) + 0.05% (v/v) Tween 20 pH7.4.

Activation solution: 250pl of 0.26M EDC in H2 O mixed with 250pl of 0 .12M NHS in H 2O. 

Linker: 6-AHA.

Linker buffer: lOmM acetate, pH 7.0.

Linker solution lOmg/ml 6-AHA in linker buffer.

Blocking solution: 1M ethanolamine pH 8.5.

Ligand: GSH.

Ligand buffer: lOmM acetic acid, pH 7.0 containing ImM DTT.

Ligand solution: Freshly prepared lOmg/ml GSH in ligand buffer.

Procedure', (see Figure 3.9).
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1. A carboxymethyl (CM)-Dextran cuvette was equilibrated in running buffer (50 pi) for 10 

minutes.

2. The carboxyl groups on the CM-Dextran were activated by replacing buffer with activation 

mixture (200pl) and leaving it for 7 minutes.

3. A running buffer wash (3x50pl) was carried out.

4. Steps 2 and 3 were repeated at least three more times.

5. A change was made from running buffer to linker buffer (3x50pi).

6. Linker buffer was replaced with linker solution (3x50pl) and left to allow coupling for 10

minutes.

7. The cuvette was washed with running buffer (3x50 pi) to remove non-coupled ligand and left 

for 2 minutes.

8. Blocking solution (200pl) was added to deactivate and the system left for 3 minutes.

9. Steps 2 and 3 were repeated twice.

10. A change was made from running buffer to ligand buffer (3x50pl).

11. Running buffer was replaced with ligand solution and left to couple for 10 minutes.

12. The cuvette was washed with running buffer (3x50pl).

13. Blocking solution (200pl) was used to deactivate and the system left for 3 minutes.

14. The cuvette was washed with running buffer (3x50pl).

3.2.2.S.2. Immobilisation of Glutathione S-Transferase (GST)-Id3 onto GSH-derived- 

surface

Id3-GST and E12-GST were kindly provided by Dr. R. Deed (Paterson Institute of Cancer 

Research, Manchester).

Reagents'.

Linker buffer: lOmM acetic acid, pH2.

Id3-GST in PBS (300pg/ml) diluted x20 in PBS.

Procedure:

1. A GSH-bound CM-Dextran cuvette was equilibrated in running buffer for 10 minutes (50pl) 

and washed (4x50pi).

2. The carboxyl groups on the CM-Dextran were activated by replacing buffer with activation 

mixture (2x50pi) and the mixture left for 15 minutes.

3. A running buffer wash was carried out (4x50pl).
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4. The cuvette was washed with acetic acid buffer (4x50pl).

5. Id3-GST (diluted xlO in running buffer) was added (3x50pl) and left to couple for 10 minutes. 

By varying the volumes of Id3-GST used, immoblisation levels of 120, 390 and 930 arc seconds 

were achieved (a glycine buffer of pH2.2 was used for the latter immobilisation).

6. The cuvette was washed with running buffer (4x50pi) to remove non-coupled protein and left 

for 2 minutes.

8. Blocking solution (200pl) was added to deactivate and left for 10 minutes.

9. A running buffer wash (4x50pi) was carried out.

10. The cuvette was regenerated by washing with 20mM HC1 (4x50pl).

3.2.2.5.3. E12-GST binding to immobilised Id3-GST

Procedure:

An Id3-GST-GSH-6-AHA-bound CM-Dextran cuvette was equilibrated in running buffer for 10 

minutes (50pl) and washed (4x50pl).

E12-GST (20pl, 30pl) was added (association).

The cuvette was washed with running buffer (2x50pl) (dissociation).

3.2.2.5.4. Immobilisation

GST-Id3 was immobilised directly onto a CM-Dextran surface (i.e. no 6-AHA, linker or 

GSH) by coupling the -NH2 groups of GST-Id3 directly to the -COOH groups of the dextran 

surface. The procedure (Figure 3.10) follows the same basic procedure of EDC/NHS activation, 

coupling, chloride salt washing, blocking with ethanolamine and HC1 washing as described above. 

An immobilisation level of 5400 arc seconds was achieved.

3.2.2.5.5. Peptide binding

(a) Peptide samples 9(1), 9(2), 9(3), 9(4) were tested for binding activity to immobilised Id3- 

GST. Peptides were diluted from the stock solution (lpM , 0.225pg/ml in 0.175M NaH2P 0 4 in 

40% acetonitrile/H20 ) to 200nM with PBS before testing.

Procedure:

1. A cuvette was equilibrated in running buffer for 10 minutes (50pi) and washed (4x50pi).

2. Peptide (20pl of 200nM solution) was added (association).

3. A wash with running buffer (4x50pl) was carried out (dissociation).
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• Running buffer: PBS/Tween
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4. The cuvette was regenerated with 20mM HC1 (4x50 pi).

5. A wash with running buffer (4x50pl) was carried out (dissociation).

Peptide 9(4) gave the highest binding signal and was subsequently bound over a range of 

concentrations from 50nM to 400nM. Non-specific binding was assessed using peptide 9(4) at 

20nM against both Id3 and a native CM-Dextran cuvette.

(b) Using the procedure described above, peptides 5(1), 7(1), 8(1), 5(2), 11(2), 7(3), 8(3), 11(4), 

the randomly chosen E and F (Figure 3.8), as well as the four peptides above, were all assessed 

for binding to immobilised Id3-GST and E12-GST, using a negative control of immobilised GST. 

These peptides were chosen because they had fairly diverse sequences. A control peptide was 

chosen (B1 = bradykinin) which was not expected to bind to either Id3 or E12.
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3.3. RESULTS AND DISCUSSION

3.3.1. Molecular modelling

3.3.1.1. Sequence alignments

Figure 3.7 shows the alignment of H IF -la  and HIF-1 P with the five proteins with solved 

3-D structures. Figure 3.6 shows the alignment of HLH proteins adapted from Littlewood and 

Evan 238. It is obvious from these alignments that there exist highly conserved key residues of the 

HLH motif. For example, basic residues at the N-terminus of helix 1 and hydrophobic residues 

found mostly in the latter half of helix 1 and former half of helix 2. These conserved amino acids 

are present in the HIF-1 monomers, giving confidence that comparative modelling gives a 

representative structure of HIF-1 over this region.

3.3.1.2. Tertiary structure of HIF-1

The comparative molecular model of the HIF-1 transcription factor dimer both free and 

bound to DNA is shown in Figures 3.11(a) and (b). The HLH proteins with solved structures are 

shown in Figures 3.2 (Max, bHLHZ), 3.12 (USF, bHLHZ), 3.13 (MyoD, bHLH) and 3.14 (E47, 

bHLH). HIF-1 displays typical HLH topology. The two N-terminal regular helices of H IF -la  and 

HIF-1 P, which are both terminated by prolines, are of equal length (29 residues) as are the 

intervening loops (10 residues) and both C-terminal helices (21 residues). The structural models 

were analysed for satisfactory main-chain and side-chain conformations, bond lengths, angles, 

chirality and buried/exposed residues in SYBYL6.5- Biolpolymer/Analyse Protein (ProTable) and 

in QUANTA96- Protein Health and slight discrepancies were amended where necessary.

HLH proteins can have low sequence identity/similarity despite sharing the same structural 

motif. For example, the crystal structures of MyoD and Max (25% sequence identity) show an 

RMS difference o f only 4.68A for a-carbon atoms and 4.64A for all protein backbone atoms over 

the HLH region. The overall RMS differences between the HIF-1 model and the USF and MyoD 

crystal structures on which it was modelled are 3.63A and 3.51 A, respectively (calculated for a- 

carbon atoms over residues S15(la)-T148(lp)), and 3.55A and 3.64A for all protein backbone 

atoms.
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Figure 3.11(a). The molecular model of Hypoxia-Inducible Factor-1 (HIF-1).
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Figure 3.12. The bHLHZ transcription factor USF bound to DNA.
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Figure 3.13. The bHLH transcription factor MyoD bound to DNA
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3.3.1.2.1. Hydrophobic core

The highly conserved hydrophobic amino acids (Figure 3.6) in the HLH family are 

essential for protein dimerisation 356’400, These residues are found towards the top of helix 1 and 

the lower half o f helix 2. Detailed analysis of the hydrophobic core within the HIF-1 heterodimer 

and comparison with the five solved HLH crystal structures confirms that the packing 

arrangements are conserved in HIF-1 (described in detail below). Figure 3.15 shows the residues 

important for forming hydrophobic interactions at the dimer interface.

MyoD, Max and E47 have a conserved phenylalanine in H I corresponding to H IF -la  

F37. In HIF-1, this makes hydrophobic contacts with L132 of HIF-lp, comparing with the Max 

residues F43 and L641 on different monomers. HIF-lp, like USF, has isoleucine (1109) here, and 

together with F37 can make van der Waals’ contacts with the methylene groups of K128 of HIF- 

la ,  as seen in USF (1219 and K240). Studies on the MyoD homodimer show that mutating F I29 

to A, I, L or V reduces dimerization to as low as 5% of that for the wild type 400. Such reductions 

in side-chain bulk have considerable effects on stability and hydrophobic packing, as shown by the 

mutations of an isoleucine to valine in coiled coils/leucine zippers 401 and an isoleucine to alanine 

in barnase 402 The double mutation of F356D and L359E in E47, corresponding to F37 and L40 

in H IF -la  completely abolished dimerisation and DNA binding thus showing its importance in 

dimer stability. It is predicted that the same mutation in HIF-1 would do the same.

Residues V59 and M60 (HIF-la) align perfectly with the hydrophobic residues of other 

HLH sequences. It is interesting to note that of all the proteins aligned, only H IF -la  has 

methionine at the position occupied by residue 60. The corresponding residues in other HLHs are 

normally occupied by isoleucine and leucine. Mutating these two residues I and L to D and E 

respectively in E47, abolishes DNA-binding and dimerisation activity 356. M60 points directly into 

the hydrophobic core and forms hydrophobic contacts with L I32 of H2 HIF-lp, {cf the 

interacting L379 residues on the monomers of E47), and possibly with LI 12 (ip). V59 may 

interact with A41. HIF-ip has L132 at this position in the sequence, which forms close contacts 

with H IF -la  residues V36 and L40, the latter being another highly conserved residue in HLH 

sequences. Mutation o f  V59 and M60 (la ) and L I32 (1(3) to acid residues would probably 

therefore prevent dimerisation too. Y38 ( la )  interacts with H42 on the same helix.

The conserved hydrophobic L44 (HI, la )  is close enough to interact with Y66 (H2) of 

the same monomer. Residue PI 17 (HI, ip) packs against H138 and a corresponding interaction is
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Figure 3.15. Residues involved in hydrophobic interactions important in the 
dimerisation of HIF-1.
H IF -la  is shown in yellow and HIF-1 P is shown in pink.
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found in Max (P51 and Y70), USF (P227 and Y250) and Pho4 (P28 and Y52). Residue H I38 

(1(3) is in the position in the HLH sequence much more frequently occupied by F, Y or V in other 

sequences, but presumably the histidine is able to provide similar hydrophobic interactions. A 

basic amino acid, R70, is present in H IF -la  where a leucine is usually placed in the sequence. The 

methylene atoms of its side chain are in a position to possibly interact with L142 of H IF-ip (H2) 

and both residues sit on the top of the hydrophobic core. Mutating this leucine to lysine in E47 

(L389V) together with the mutation I386D three residues earlier in the sequence abolishes 

dimerisation and DNA-binding 356 again highlighting the importance of the hydrophobic residues. 

The conserved hydrophobic residues L44 and V I16 in the a  and P monomers, respectively, (the 

penultimate HI residues) interact with the conserved hydrophobic M139 of H IF-lp and L67 of 

H IF-la, respectively (not shown in Figure 3.15)

Many of the hydrophobic interactions observed in the model have counterparts in the HLH 

proteins with determined crystal structures, i.e. Max 361)3625 USF 363, MyoD 359, E47 365, Pho4 360 

and SREBP-la 366. This observation, together with the fact that so many of the residues are 

conserved across the HLH family, provides evidence for the importance of these interactions in 

transcription factor dimerisation and the validity of the conformations of the hydrophobic residues 

in the HIF-1 model.

3,3.1.2.2. Interface of helices

Side-chains at the interface of the helices and within helices were explored and compared 

to the crystal structures to locate residues potentially capable of electrostatic interactions or 

hydrogen bonding. Table 3.2 lists potential inter- and intra-helical electrostatic interactions found 

in HIF-1. Most of these are shown in Figure 3.16.

It should be emphasised that the hydrophilic residues involved in electrostatic interactions 

are very flexible in solution and alternative interactions may exist in addition to those mentioned 

above due to this conformational freedom. Also, a number of the interactions observed in the 

model of the free heterodimer involve basic residues towards the N-termini of the lower helices. 

When bound to DNA, many of these residues cannot form the interactions described above 

because they form interactions with the DNA (see below).
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Figure 3.16. Inter- and intra-helical electrostatic interactions conferring 
stability to the HEF-1 heterodimer.



H IF - la  H I HIF-1 p H2 H IF -la  H2 HIF-1 p H I
R29-E33
R29 D127
E33 K128
S34 K56
E39 K140

S137-K140
R61 E l 11

Q43 R143
E96-R99
E98 with R101, R102

D127-K128
T130 with R133

Table 3.2. Residues in the HTF-1 dimer having the potential to form electrostatic interactions.

There does not seem to be any real conservation of amino acids involved in electrostatic 

helix-helix interactions throughout the HLH family. Although hydrophilic amino acids do not 

seem to play as important a role in dimer stability as hydrophobic residues, salt bridges have been 

implicated in the dimerisation strengths and preferences of bHLH proteins 400 and bHLH-Z 

proteins 249,362. Shirakata et a t 400,403 justified dimer specificities by assessing the number of 

charge-charge interactions within the MyoD-E47/E12 interface (charged-pair rule). For example, 

three non-hydrophobic residues in MyoD that facilitate specific dimerisation and DNA-binding 

with E12 were found; C l35 (top HI), R155 and Q161 (both H2). The mutants C135R and 

R155E only formed 30% of the heterodimer complex when compared with wild-type MyoD. 

These residues do not really have any counterpart in HIF-1 and salt bridges in HLH dimers seem 

more specific to the individual proteins involved than the conserved hydrophobic residues. This 

was also the conclusion found when the molecular model of the HLH protein Id3 was constructed 

in our laboratory 35S. An inter-helical salt bridge rule has also been proposed to explain the 

dimerisation specificity between leucine zipper structures 404.

3.3.I.2.3. Loop region

The sequence alignment (Figure 3.6) reveals that within the loops of the HLH proteins 

there exists considerable variability in sequence and length which can range from 5 residues 

(CBF1 protein) to 20 residues long (ctchaete protein). The crystal structures also imply that no
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Figure 3.17. Residues important in providing electrostatic interactions to 
stabilise the loops of HIF-1.
H IF -la  is shown in yellow and HIF-1 P is shown in pink.
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underlying common loop structure exists. Investigation of the loop regions of the HIF-1 model 

(P45-K56 of l a  and P117-K128 of ip) yielded a number of electrostatic interactions within the 

loop and between loop and helix residues and DNA, which have the potential to confer stability. 

These are summarised in Table 3.3 and in Figure 3.17.

H IF - la  L HIF-1 P L H IF -la  H I H IF -la  H2 HIF-1 p H I DNA
H48 S58
D55 R101

D127 R28
K125 D114
R124 5 'P Gua 39

Table 3.3. Electrostatic interactions with the potential for stabilising loop residues. (Residues 

along one row interact with each other. See Table 3.4 for position of nucleotide 

Gua 39).

In some HLH proteins, if the loop is long enough, a semi-conserved basic residue (lysine 

or arginine) can interact with the DNA phosphate backbone. R124 of HIF-1 P is seen to do this in 

the model and also in Max (K57, 8-residue loop), MyoD (R143) and in USF (K235, 12-residue 

loop). The analogous lysine (K371) in E47 is too far away from the DNA to make any contacts. 

H IF -la  does not contain a basic amino acid and K125 of fUF-ip seems to point away from the 

DNA, and interacts instead with D114 of the same monomer. Mutating R124 (HIF-1(3) to D or E  

may reduce the strength o f DNA-binding.

3.3.1.2.4. Base of the four a-helix bundle: DNA-binding

The universal minimal DNA element required for specific binding by the HLH and bHLHZ 

transcription factors is the so-called “E-box”, generally represented as 5'-CANNTG-3', where NN 

is CG or GC 194>405’40(5i However, HLH proteins can also bind similar sequences. A comparison of 

HIF-1 binding sites in different genes is shown in Figure 3.18. In the case of the erythropoeitin 

and vascular endothelial growth factor genes, DNA sequences of 33 and 35 base pairs 

respectively have been identified that are sufficient for hypoxia-induced transcription and thus 

constitute hypoxia response elements (HREs) 213)315, These HREs have in common the presence of 

a HDF-1 site and flanking sequences essential for function316. Within the HREs is an invariant core 

sequence of 5'-CGTG-3\
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5’ 3'
GGGCCCT ACGTGCTGTCTC AC AC AGC 
GGGCCCTACGTGCTGCCTCGCATGGC 
TCGCTTCACGTGCGGGGACCAGGGAC 
ATTT GT C ACGTGCT GC ACG ACGCG AG 
AGTGCATACGTGGGCTTCCACAGGTC 
CCAGCGGACGTGCGGGAACCCACGTG 
TCCACAGGCGTGCCGTCTGACACGCA

Erythropoeitin human
Erythropoeitin mouse
Aldolase-A human
Phosphoglycerate kinase mouse
Vascular endothelial growth factor rat
Lactate dehydrogenase-A mouse
Glucose transporter-1 mouse

Figure 3.18. A comparison o f HIF-1 binding regions in different genes. The core sequence of 

the HRE is shown in red.

The sequence alignment of the HLH family shows highly conserved, non-hydrophobic 

residues in the basic region of the proteins, notably arginine, lysine and glutamic acid, and a 

lysine at the start o f helix 2. The exceptions are the Id 238 264 and the E(spl) families, which lack a 

functional DNA-binding domain 260. Site-directed mutagenesis o f members of both the HLH and 

bHLHZ protein families demonstrate that these conserved amino acids in the basic region are 

involved in DNA binding 405’407-409 forming electrostatic interactions with the DNA phosphate 

backbone and hydrogen bonds with the bases.

The conserved amino acids correspond to H IF-la  residues K19, R27, R29 and K56 and 

HIF-1 p residues R91, E98, R99, R101 and K145. The molecular model o f HIF-1 shows that the 

residues do interact with the DNA and do so essentially in the same way as seen for the 

corresponding residues o f MyoD 359, Max 36l>362, USF 363, E47 36S, Pho4 360 and SREBP-la 366, 

thus adding validity to the computed structure.

The conserved lysine at the start o f helix 2 is represented by K56 and K128 H IF-la  and 

ip , respectively. Its backbone amide and the side chain interacts with the DNA phosphate 

backbone and almost identical interactions are seen in the structures o f USF, Max, MyoD, E47, 

Pho4 and SREBP-la. Table 3.4 lists the potential electrostatic interactions between the protein 

and DNA and many o f these are shown in Figure 3.19(a) and (b).

177



—  o— o

'  r

i -

> \  \  i

Q -  -

^  / v  V V

\  a  a  '  ...

<

1
• £

. .  f " , N

\:
L.

\ a— v »  ~= j \ *  h  O '  ~
—1 i

1
f ,

/

>• ^  \

• > -  •• ' '  - , 

r  J  ■- -  - v x

, '  J  &■

- , o  -

K  -.- _,<

A '  U L

"  < f T

/ <

i **4 - /
~ \  -  /

L - " A

L /
-  r .

A

178

Fi
gu

re
 

3.
19

(a
). 

HI
F-

1 
bo

un
d 

to 
D

N
A

. 
Th

e 
am

in
o 

ac
id

s 
im

po
rta

nt
 i

n 
fo

rm
in

g 
el

ec
tro

sta
tic

 
in

te
ra

ct
io

ns
 a

re 
sh

ow
n 

in 
gr

ee
n 

and
 

sh
ow

n 
in 

m
or

e 
de

ta
il 

in 
Fi

gu
re

 
3.

19
(b

). 
Th

e 
co

re 
HR

E 
se

qu
en

ce
 

of 
DN

A 
(C

G
TG

) 
is 

la
be

lle
d.

 T
he

 
pr

ot
ein

 
Ca

 
tra

ce
 

is 
sh

ow
n 

as 
a 

pu
rp

le 
rib

bo
n.



Fi
gu

re
 

3.
19

(b
). 

So
me

 
HI

F-
1 

re
sid

ue
s 

im
po

rta
nt

 i
n 

fo
rm

in
g 

in
te

ra
ct

io
ns

 w
ith

 
D

N
A

. 
Th

e 
pr

ot
ein

 
Ca

 
tra

ce
 

is 
sh

ow
n 

as 
a 

pu
rp

le 
rib

bo
n 

and
 

the
 

am
ino

 
ac

id 
sid

e 
ch

ain
s 

in 
bl

ue
.



1 10 20

5-XXXCCGGTTACGTGGCCTACA 
XXGGCCAATGCACCGGATGTX-5' 

40 30 22

H IF-la residue DNA nucleotide HIF-1 p residue DNA nucleotide

R18 (HI) 5' P Cyt 5, 5' P Gua 6 R91 (HI) 5' P Gua 14

K21 (HI) 5’ P Gua 6 H94 (HI) N7 Gua 14

R23 (HI) 5' P Gua 33 E98 (HI) 0 4  Thy 13

*R27 (HI) 5’ P Cyt 32 *R99 (HI) 5’ P Gua 12

R100 (HI) 5’ P Cyt 29

*R29 (HI) 5' P Thy 9 ♦R101 (HI) 5' P Cyt 30

*R30 (H I)8 N7 and 0 6  Gua 33 
0 4  Thy34

*R102 (H l)§ N7 and 0 6  Gua 12

S34 (HI) 5' P Ade 31 R124 Nr| (L) 5’ P o f Gua 39 
5’ P of Cyt 38

*K56 Ne and amide 
NH(H2)

5' P Cyt 30 *K128(H2) 5 'P o f Ade 10

Table 3.4. Proposed electrostatic interactions between DNA and HIF-1. The co-ordinates o f the 

DNA from the crystal structure o f USF were used and the bases mutated to a 

sequence based on the human erythropoeitin 3' enhancer site. The core o f the HRE 

sequence is shown in red.

P -  phosphate group

* - sequence-aligned residues o f H IF-la  and HIF-1 p.

§ - residue conferring specificity for the central dinucleotide o f the E-box (CG).

Mutation analyses o f the E47 residues R338, R346 and R348 have shown their 

importance in DNA-binding 356. The double mutations R346E plus R348E and R337E plus 

R338E completely abolished DNA-binding, and even mutating R338, R346 and R348 

individually to lysines abolished DNA-binding, while still allowing dimerization. Mutation o f 

MyoD residues R119, R120 and R121 to a triple alanine mutant 400 also prevented DNA-binding, 

as did the double mutants R110Q, R111Q and R119Q, R120Q 409 and mutagenesis studies on
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Myc also support this view 407,41°. Nearly all of these mutations removed the basic, positively 

charged nature of the sequence and therefore the ability to bind the negative phosphate backbone 

of DNA. Mutating these conserved residues in HIF-1 to non-basic amino acids should also 

prevent DNA binding.

Just one amino acid determines which of the two DNA sequences (NN is CG or GC) the 

protein binds to 411 and this residue lies in the column in the alignment marked with an asterisk. 

An arginine here confers specificity for a CG central dinucleotide. This is due to the Nr| of 

arginine forming an electrostatic interaction with N7 of guanosine (of the CG central pair) and is a 

contact pattern characteristic of HLH proteins, e.g., Max, USF and Pho4. Proteins which have a 

hydrophobic or polar amino acid here (commonly V, I T or Q), recognise CAGCTG sequences, 

e.g. MyoD (L I22) and E47 (V349). These amino acids do not form any interactions with the 

DNA bases. The L122R mutation in MyoD has been shown to change this specificity to CG 412 

and the mutation to valine in c-Myc 405 also abolished CACGTG binding activity. The 

corresponding positions in HIF-1 are R30 (HIF-la) and R102 (HIF-1 (3) and these residues can be 

seen on the model to interact with the central guanosines of the central 5'-CGTG-3' (N7 of Gua 

33 and Gua 12, respectively). I f  these arginines were substituted by leucine fo r  instance, HIF-1 

would probably bind a 5-GCTG-3' sequence. It is interesting to note that SREBP-la protein has 

tyrosine at this position which dramatically alters the DNA binding specificity from the typical ‘E- 

box’ to 5-ATCACCCCAC-31. Another anomaly is the AHR protein which has a histidine here 

and recognises the half-site sequence 5'-TNGC-3\ HIF-lp can form another heterodimer with 

AHR and this binds the sequence commonly found in dioxin-responsive enhancers 5-TNGCGTG- 

3' 413. This heterodimer has also been modelled in our laboratory and its protein and DNA 

interactions investigated (unpublished data).

A conserved glutamic acid (E98 of HIF-lp) is also critical for DNA-binding. Studies of 

the yeast HLH protein Pho4 showed that if this residue is substituted by the shorter aspartic acid 

or the large hydrophobic leucine, DNA-binding is abolished 40S. This is also seen in the E118D 

mutant of MyoD 409. This glutamic acid also provides specificity for bases flanking the core 

CANNTG motif 40S, e.g. in Pho4 360. Each monomer in an HLH transcription factor dimer 

recognises and binds a DNA half-sequence: H IF-la  binds the TAC/GAC/CAC half while HIF-lp 

recognises and binds the GTG/GTC h a lf413. In HIF-lp, E98 can hydrogen-bond with T13 and 

contacts also made by the semi-conserved histidine HIF-lp (H94) (corresponding to Max H28 

and USF H204, Pho4 H5, SREBP-la H328) with Gua 14 define the outer E-box bases TG. HIF-

181



l a  has A26 aligning with E98, which is too short to contact the DNA. I f  E98 and H94 were 

mutated to alanine, HIF-1 may bind core sequences other than those ending in 5'-TG-3\

The central two nucleotides in the CANNTG sequence provide for discrimination in 

binding between different family members, but since there is a substantial number of bHLH 

proteins which bind both sequences, sequences flanking the core motif influence protein-binding 

too and provide protein-specific discrimination between otherwise identical binding sites. This has 

been demonstrated with USF 414 and single amino acid substitutions have been shown to alter 

HLH specificity for nucleotides outside the core CANNTG motif for the Pho4 protein 408.

It must also be noted that transcription factors do not bind DNA alone, but form large 

DNA-binding complexes with other proteins, e.g. HIF-1 is known to complex with p300/CBP 

protein 204 to initiate transcription. These assemblies help to recognise a specific sequence of DNA 

and initiate transcription of only one gene.

3.3.1.3. Predictions of mutations for fluorescent labelling

By studying the molecular model of HIF-1, residues on each monomer were chosen which 

could be mutated to cysteine residues and thus each easily covalently labelled with a donor or 

acceptor dye molecule for future FRET studies. The residues had to be directed towards each 

other in space and have a distance of 15-30A between them. The residues chosen were E20 and 

G76 of H IF -la  intended to interact with R91 and G146 of HIF-1 p respectively (Figure 

3.20). Plasmid constructs are now being prepared by Dr. Karen King of the Experimental 

Oncology Group, the School of Pharmacy and Pharmaceutical Sciences, to test these ideas.

3.3.1.4. Summary

A structural model built for the heterodimer HIF-1 is shown in Figure 3.11. It has been 

validated by comparison with amino acid positions and conformations in HLH protein crystal 

structures available and backbone and side chain conformations have been analysed 

computationally using SYBYL6.5 and QUANTA96 software. Highly conserved residues agree 

well with those interactions observed in the determined three-dimensional structures. Further 

confidence in the model could be gained by carrying out the mutation predictions described and 

assessing their influence on dimerisation and DNA binding. The model provides a basis for 

understanding the interactions of the HIF-1 HLH region within the heterodimer and with DNA, 

predicting how these interactions could be disrupted and is a starting point for further study of
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I

Figure 3.20. The two pairs of residues of HIF-1 to be mutated for FRET studies. 
The distances between the amino acids are shown
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other binding partners for H IF -la  or HIF-1 [3. Other tests of the model’s validity will emerge from 

the predicted peptide lead-inhibitor studies, preliminary results of which will now be presented.

3.3.2. Peptide synthesis and binding

Figures 3.21(a) and (b) show the hydrophobic surfaces of H IF -la  and Id3, respectively 

used as a basis for peptide design.

3.3.2.1. Mass spectrometry

It was not possible to carry out mass spectrometric analyses for all 48 peptides, so an 

analysis was carried out for three representative samples: 12(1), 10(4) and the labelled 4(1). The 

results of the latter are shown in Figure 3.22.

3.3.2.2. SDS-PAGE assays

The aim of these experiments was to study potential for inhibition of dimerisation of Id3- 

E47 by the peptides.

3.3.2.2.1. HLH protein dimerisation controls

Gel A shows the results of the Id3-E47, Id3-E12 and MyoD-E47 binding controls, carried 

out to test that the assay gave reliable results on a known system

As each peptide concentration after cleavage from the solid-phase support was only 

approximately 1.5pM, as little as possible of Id3 protein was used in these studies to try and 

observe inhibition. This concentration used in the subsequent peptide studies was determined by 

the amount of Id3-GST-bead still giving a visible band on the X-ray film, found to be 5 pi of Id3- 

GST diluted with 20pi of GST-bead.

3.3.2.2.2. Acetonitrile control

Acetonitrile up to 40% (v/v) showed no effect on dimerisation of E47 with Id3 indicating 

that acetonitrile present in the peptide solutions would not affect binding studies (Gel B).

3.3.2.2.3. Peptide assays

The results of incubation of pools P1-P7 with Id3 are shown in Gels C, D and E. 

Variation in band intensities (i.e. radioactivities of the loaded samples) arising from experimental
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Figure 3.21(a). Hydrophobic residues of the H IF -la  monomer used in 
the design of complementary peptides.
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V55

1.54

1.51

H4'> V4S

M44

1.41

I.4H

Figure 3.21(b). Hydrophobic residues of the Id3 monomer used in 
the design of complementary peptides.
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Figure 3.22. Mass spectrum (electrospray) of peptide 4(1). The results are consistent 
will the following suggested fragmentation patterns. The groups lost from 
the parent molecule are shown in red and the Da/e value given.
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Results of SDS-PAGE studies.

Gel A shows the binding controls for three known HLH protein dimerisation systems 

Samples from the same control were added to three consecutive lanes of the gel. An E12 

control is not shown. B shows the acetonitrile controls. The percentage of acetonitrile added 

is labelled. Gels C, D and E are the results of the peptide-binding studies. The numbers refer 

to the peptide pools and 0 indicates the control (i.e. no peptide was added).
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error could be confused with an inhibition in dimerisation leading to an intensity reduction. 

However, the repeat experiment gave a different variation in band intensities. The first experiment 

(Gel C) indicated that some bands were of a much lower intensity than the control, but upon 

repetition they were of the same intensity as the control. From these assays, no inhibition of 

protein dimerisation was seen. Either the peptides are not concentrated enough (1 .5 |l iM )  (limited 

by the solid-phase synthetic procedure) or the concentration of protein used is too high (limited by 

the radioactivity level detectable on autoradiographs), or there really is no inhibition.

3.3.2.3. Resonant mirror biosensor studies

The purpose of these experiments was to assess the technique as a novel qualitative 

monitor of peptide binding to Id3, not to measure dimerisation inhibition. Preliminary tests were 

carried out to verify that binding of Id3 to its dimer partner E12 was observable using this 

technique.

3.3.2.3.1. E12-GST binding to Id3-GST

Id3-GST was immobilised to a level of 120 arc seconds on CM-Dextran via coupling to 

GSH-6-AHA as described and E12-GST binding investigated. Figure 3.23 shows the binding 

responses for E12-GST (20pl and 30pl) binding to Id3-GST-GSH-6AHA-CM-Dextran. The 

E12-GST dissociates when washed with PBS running buffer. Unfortunately, due to the limited 

time that the IAsys biosensor was on loan, it was not possible to carry out any control 

experiments to eliminate the possibility that the E12-GST was binding to the chip, the GST of 

Id3-GST or the GSH. In subsequent peptide-binding experiments carried out by Dr. Phil Buckle, 

(Labsystems, Affinity Sensors), Id3-GST was directly immobilised to the CM-Dextran, to bypass 

the GSH (and 6-AHA linker). Dr. Buckle repeated the E12-Id3 binding experiment, but did not 

observe any dimer formation. This may be due to overcrowding at such an immobilisation level.

3.3.2.3.2. Id3-GST immobilisation

The immobilisation of Id3 to a level of 5400 arc seconds directly on the CM-Dextran cuvette is 

shown in Figure 3.10.
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PBS (dissociation).
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3.3.2.3.3. Peptide binding

(a) Figure 3.24 shows the four synthesised peptides binding to immobilised Id3-GST together 

with two randomly chosen peptides E and F, the sequences of which are given in Figure 3.8. All 

four synthesised peptides showed a significant degree of binding, with peptide 9(4) binding best, 

i.e. with highest affinity. Peptides E and F show a much higher binding response because their 

concentrations are 2.5-3 times higher. Figure 3.25 shows the binding of 9(4) to Id3-GST at 

concentrations from 50nM to 400nM. The binding response increased with the concentration. It 

should be possible to calculate rate constants for binding from these responses at different 

concentrations, but it appeared that as the dextran was overloaded with monomer in the present 

trial run to enable observation of binding, the curves seem to be diffusion-limited preventing data 

analysis. If the monomer was loaded to a lower level, this might lower the peptide binding 

response and give less clear differences between each sample.

A comparison of peptide 9(4) binding to Id3 and the native CM-Dextran cuvette as a 

negative control experiment is shown in Figure 3.26. No non-specific binding (except for a bulk 

refractive index effect) was observed on the native CM-Dextran. This does not rule out the 

possibility that the peptides bind to GST and not Id3.

(b) Figure 3.27 shows the net binding of 12 peptides and peptide ‘B l’ to Id3-GST and E12-GST 

after correction with a GST-bound control. Any response is therefore due solely to binding to Id3 

or E12.

From the graphs it can be seen that peptide B1 (bradykinin) displays very low affinity for 

either protein. Its sequence is NH2-Arg-Pro-Pro-Gly-Phe-Ser-Pro-Phe-Arg-C02H and was chosen 

at random as a peptide not expecting to bind Id3 because of its conformationally constraining 

proline residues. The sequences of the other peptides are listed below. They were chosen because 

of their sequence variability.

5(1) DPhe-LPro-DLeu-f3Ala-LMet-DLeu-Gly-LSer- LIle-LPro-DNVa-LNLe-LLeu-LSer-DNVa 
7(1) DPhe-LPro-DLeu-pAla-LIle-DLeu-LSer-Gly- LVal-LPro-LTyr-LLeu-DNVa-Gly- Llle 
8(1) DPhe-LPro-LIle-PAla-DLeu-DLeu-LSer-Gly- DLeu-LPro-LTyr-LIle-LSer-Gly- DLeu 
5(2) LPhe-LPro-LNLe-PAla-LMet-LIle-Gly- LSer-LIle-LPro-LMet-LNLe-LAla-LSer-LMet 
11(2) LPhe-LPro-LNLe-pAla-LMet-DNVa-LSer-LSer-LLeu'-LPro-LNLe-DLeu-LSer-LSer-LVal 
7(3) DTyr-LPro-LLeu-pAla-LIle-LNLe-LSer-Gly- LVal-LPro-LMet-LVal-LSer-Gly- LNLe 
8(3) DTyr-LPro-LVal-pAla-DLeu-LNLe-LSer-Gly- LLeu-LPro-LMet-LNLe-Gly- Gly- DLeu 
11(4)LTyr-LPro-LMet-pAla-LMet-LLeu-Gly- LSer-LLeu-LPro-LVal-LIle-Gly- LSer-DNVa 
9(1) DPhe-LPro-LIle-pAla-LLeu-DLeu-LSer-LSer-LNLe-LPro-LNLe-DLeu-Gly- Gly- LLeu 
9(2) LPhe-LPro-LNLe-pAla-DLeu-DNVa-LSer-LSer-LIle-LPro-LTyr-LVal-LVal-LSer-LNle 
9(3) DTyr-LPro-LVal-pAla-LLeu-LNLe-LSer-LSer-DNVa-LPro-DNVa-DLeu-LVal-Gly- Llle 
9(4) LTyr-LPro-LMet-PAla-LLeu-LLeu-LSer-LSer-LVal-LPro-LNLe-LLeu-LIle-LSer-DLeu
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Figure 3.24. Peptide samples binding to Id3-GST immobilised directly on a 
CM-Dextran cuvette. (Peptides 9-1 to 9-4 are at a concentration 
of 200nM and peptides E and F are at 590nM and 480nM, 
respectively).
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Figure 3.25. Binding response of peptide sample 9(4) at varying concentrations 
to Id3-GST directly immobilised on a CM-Dextran cuvette.
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Peptides 5(1), 5(2), 7(3), 8(3) and 9(1) showed distinctly higher binding affinities for Id3 than for 

E12. Peptides 7(1), 8(1), 11(2) and 9(4) displayed higher affinities for E12. From the sequences 

alone there are no obvious differences which account for these observations. Peptides E and F 

were present at a concentration 2.5-3 times that of the other peptides, which explains the higher 

binding response. Figures 3.28(a) and (b) show the possible binding mode of peptide 5(1) to Id3 

and of peptide 1(1) to H IF-la, respectively.

3.3.2.4. Summary

Potential peptide inhibitors of dimerisation of the proteins Id3-E47 and HIF-1 have been 

designed, synthesised and assessed for binding and inhibition activity against Id3 using two 

different techniques. Although peptides were observed to bind Id3 and E12 monomers from 

resonant mirror biosensor experiments, it appears that binding was not strong enough to inhibit 

dimer formation between these two at the concentrations of protein and peptide used in SDS- 

PAGE studies. This may be because they were not binding strongly enough to compete with 

dimer formation, or that they were not binding where they were designed to, f.e. at the dimer 

hydrophobic interface. These preliminary studies give no indication of the strength of binding, (i.e. 

association/dissociation constants), but do indicate the applicability of this technique in the field.

The biosensor results also revealed that the binding of some peptides is significantly more

specific for Id3 over E l2, with the reverse specificity for other peptides. From just the peptide
1Aa

sequences there appears^explanation for this discrimination, since the peptides are very similar in 

length, hydrophobicity and amino acid composition. The sequences of hydrophobic residues of the 

HLH region of Id3 important for dimer formation and those of E12 are very similar 358 (Figure 

3.6), which explains the lack of definite specificity for the peptides binding to one protein over the 

other. In fact, high similarity exists between these hydrophobic residues throughout all HLH 

proteins. Therefore, a peptide designed to bind the HLH region of one HLH protein will very 

likely bind to this region in another protein. Tlying to target the HLH interface specifically for one 

protein will be veiy difficult. Potential dimerisation inhibitors may have to be used in combination 

with other inhibitors, which act in different manners to prevent transcription, either by blocking 

the transcription dimer forming, or blocking binding to DNA. Attempting to prevent the 

dimerisation o f proteins by a molecule binding at the interface solely through hydrophobic 

interactions is unlikely to work alone.
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Figure 3.28(a). Possible binding orientation of peptide 5(1) to the Id3 monomer.
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Figure 3.28(b). Possible binding orientation of peptide 1(1) to HIF-la.
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Studies on MyoD-E47 heterodimers by Wendt et a l 415, suggest that MyoD does not 

dimerise with E47 under dilute conditions in the absence of DNA and that assembly of these 

bHLH-DNA complexes is apparently governed by the strength of each subunit’s interaction with 

the DNA and not by the strength of protein-protein interactions at the dimer interface. Future 

attempts at disrupting specific bHLH dimerisation and the initiation of transcription of certain 

genes could be focussed on designing longer molecules to specifically bind the DNA E-box 

enhancer region as well as simultaneously binding the basic DNA-binding part o f the transcription 

factor. This will achieve higher specificity in gene targeting.

Some of the peptides were labelled in this thesis at their N-termini with the fluorogenic 

reagent NBD-C1. This can be used as either a donor or acceptor dye in fluorescent studies. 

Colleagues have now produced mutations of Arnt and H IF -la  (Dr. Karen King personal 

communication) with cysteine residues at certain sites allowing for covalent attachment of 

donor/acceptor molecules. This provides the basis of a FRET-based assay of peptide-target 

interactions using an NDB-compatible acceptor (e.g. RTC) or donor (e.g. AEDANS) on the 

protein partner. This approach is now underway in our laboratory and should provide another 

qualitative method for observing peptide binding.

.
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CHAPTER FOUR

A LIGAND-DOCKING STUDY OF THE 

ENZYME TRYPAN OTHIONE REDUCTASE
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4.1. INTRODUCTION

4.1.1. Molecular docking

A docking method seeks to find ways of fitting two molecules together in energetically 

favourable conformations, whether it is two proteins or a small molecule binding to a receptor, 

e.g. a protein. All ligand docking programs must solve three fundamental problems:

(i) where, in a relatively large site, to fit the ligand,

(ii) what conformations of ligand and receptor best complement each other, and

(iii) how to evaluate the energies of the various complexes.

Rigorously solving these problems requires elaborate energy calculations and 

consideration of many more conformational and configurational degrees of freedom than is now 

computationally feasible for a docking method. To get reasonable answers in reasonable CPU 

time,, docking algorithms simplify the problems. Common approximations include treating 

intrinsically flexible ligands and proteins as rigid objects, modelling explicit water molecules by a 

dielectric continuum and using enthalpy as a proxy for free energy. Ideally, any procedure should 

take into account the minimal amount of information relevant to recognition, leaving out less 

important, or less defined details which would discredit the evaluation of the fit between 

molecules.

Most algorithms can generate many possible docked structures and so they also require a 

means to rank each structure. The algorithms developed to tackle this problem can be 

characterised according to the number of degrees of freedom that they ignore. The simplest 

algorithms treat the two molecules as rigid bodies and the more sophisticated use simulated 

annealing to search conformational space and also allow several torsional degrees of freedom in a 

flexible ligand and flexible receptor site to be searched.

Docking programs may be grouped into five general families, depending on how they 

address these problems and what simplifications they use: descriptor, grid, fragment, kinetic and 

genetic methods (Table 4.1).
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Program Algorithm Flexible
ligand?

Protein-
protein
docking

Database
search

Ligand
design

Conform­
ational
search

Scoring

CAVEAT Descriptor No No Yes No No Steric Fit
CLIX Descriptor No No data Yes No No Force Field
DOCK Descriptor No Yes Yes No No Force Field
FLOG Grid Search ‘Quasi’ No Yes No No Force Field
Soft docking Grid Search No Yes No No No Polar/Apolar

contact
GRAMM Grid-based 

Fast Fourier 
Transform

No Yes No No Fourier
correlation

FLEXX Fragment No No No No No Force Field
GROW Fragment No No No Yes Yes Force Field
LUDI Fragment No No Limited Yes Possible Force Field
AUTODOCK Kinetic Yes Yes No No Yes Force Field
FLEXIDOCK Genetic Yes Yes No No Yes Force Field
GOLD Genetic Yes No No No Yes Force Field
FTDOCK Fourier

Transform
Yes Yes No No Yes Fourier

correlation

Table 4.1. Examples of ligand docking programs

CAVEAT 4]6; CLIX 417; DOCK 41s; FLOG 419; Soft docking 42°; FLEXX 421; GRAMM 422'425; GROW 426; 

LUDI26; AUTODOCK 427; FLEXIDOCK (SYBYL, Tripos Inc.); GOLD 42S; FTDOCK 429. FLEXIDOCK 

is the only algorithm that allows for limited flexibility in a number of side chains of the protein receptor.

4.1.2. Algorithms

4.1.2.1. Descriptors.

The protein is first analysed for regions of likely complementarity. These ‘hot-spots’ are 

areas on the protein surface where a ligand atom might fit well. They describe the binding region. 

Ligand atoms are matched to receptor hot-spots and thus generate orientations of the ligand in or 

on the protein. For any given ligand, many orientations are sampled and evaluated for goodness of 

fit, typically by using a molecular mechanics-type energy function. Though not exhaustive, 

descriptor methods are fast and can often sample densely in a particular region of the protein. 

Disadvantages are that they rely on being to identify the hot-spots well and most treat proteins 

and ligands as rigid objects. DOCK 41S for example, uses a simple algorithm, which treats the two 

molecules as rigid bodies and only explores the six degrees of translational and rotational
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freedom. It was designed to find molecules with a high shape complementarity to the binding site. 

The program first derives a ‘negative image’ of the binding site, which consists of a collection of 

overlapping spheres of varying radii that touch the molecular surface at just two points. Ligand 

atoms are then matched to the sphere centres to find to find matching sets in which all the 

distances between the ligand atoms in the set are equal to the corresponding sphere centre-sphere 

centre distances (within some user specified tolerance). The ligand can then be orientated within 

the site by performing a least squares fit of the atoms to the sphere centres. An advantage of 

descriptor methods is that continuous space is searched, unlike grid methods (see below).

4.1.2.2. Grid searches

Grid searches fit the ligand to the protein by rotating and translating the ligand in discrete 

steps on a grid whilst holding the protein rigid. Energies are calculated by tri-Iinear interpolation 

of affinity values of the eight grid points surrounding each of the atoms in the ligand. Because 

continuous space is not searched, the accuracy of grid methods is limited to the resolution of the 

grid size used, but the higher the accuracy, the longer it takes to sample space. Most grid methods 

treat ligand and protein as rigid objects, though some allow for conformational relaxation 430. 

These programs have been used extensively for single ligand docking programs 420,425,430.

FLOG (Flexible Ligands Orientated on Grid) 419 searches a database of three-dimensional 

coordinates to select ‘quasi-flexible’ ligands complementary to a receptor o f known three- 

dimensional structure. Ligand flexibility is addressed by including different explicit conformations 

of each structure in the database. The program is similar to DOCK, using a ‘match-centre’ 

representation of the volume of the binding cavity, but also uses a grid representation of the 

receptor to assess the fit o f each orientation.

4.1.2.3, Fragment

Fragment methods identify regions of high ligand complementarity on a protein surface by 

docking functional groups independently into protein cavities. Ligands are broken down into 

fragments so that many of the configurational and conformational issues in docking disappear. 

This is done at the expense of connectivity information, which fragment methods can in principle 

gain back by reconnection algorithms at the end of the calculation. Fragment methods can also be 

used for molecular elaboration of existing inhibitors. They can be useful for novel inhibitor design 

when working with molecules whose synthetic chemistry is as modular as the computer-generated
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fragments, such as peptides and oligonucleotides. The CONCEPTS 431, L U D I26 and GROW 426 

programs are good examples of this idea, as is FlexX 421, which uses fragments defined as a 

connected part of a molecule containing only complete ring systems.

4.1.2.4. Kinetic

Kinetic docking techniques sample the surface of potential receptor sites using molecular 

dynamics or simulated annealing to fit ligands. These methods merge the configurational and 

conformational aspects of the docking problem smoothly. A disadvantage is that the complex 

topography and multiple minima of molecular potential surfaces can lead to long running times 

and minima traps. The ab initio, pseudo-Monte Carlo method of Totrov and Abagyan 432 and 

AUTODOCK 427 are examples. AUTODOCK uses a Metropolis Monte Carlo simulated annealing 

technique with energy evaluation using pre-calculated grids of molecular affinity potentials 433. 

The user can specify rotatable bonds in the ligand, but the protein remains rigid 434

4.1.2.5. Genetic

Genetic (evolutionary) algorithms, based on biological evolution, are designed to find 

optimal solutions to problems. Initially, a ‘population’ of possible ligand structures is generated. 

The ‘fitness5 of each member of the population is then calculated with respect to binding energy 

and a new population generated from the old one with a bias towards the fitter members, so 

introducing an evolutionary pressure into the algorithm. The least-fit members of the population 

are replaced by the ‘offspring’. Each member of the population is coded for by a ‘chromosome’, 

usually stored as a linear combination of ‘bits’. Each chromosome codes for the values of the 

rotatable bonds in the molecule (and therefore internal conformation of the ligand) and its 

orientation within the receptor site, thus allowing flexibility in the ligand. A new population is 

generated using ‘operators’ (commonly reproduction, crossover and mutation) that act on the 

chromosomes. As the bits are selected and changed, so both the orientation and the internal 

conformation of the ligand will vary as the populations evolve. The energy score of each docked 

structure within the site acts as the fitness function used to select the individuals for the next 

iteration,

GOLD (Genetic Optimisation for Ligand Docking 428) and FLEXIDOCK (SYBYL, Tripos, 

Inc) are two examples of genetic algorithms used in docking applications and there are others 435‘ 

437. FLEXIDOCK confers some torsional freedom in the receptor site as well as ligand by allowing
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the user to specify the flexible side-chain bonds. A traditional genetic algorithm described above 

maps genotypes to phenotypes (i.e. converts the ‘chromosome’ into the ligand’s coordinates) by a 

developmental mapping function. At each generation, however, a user-defined fraction of the 

population can undergo a local search to explore space for lower energy structures. It is possible 

to inversely map the phenotypes (ligand conformations) resulting from this search to their 

genotype, thus further improving the fitness of the parent population. This is called the 

Lamarckian genetic algorithm 43S, an allusion to Jean-Baptiste de Lamarck’s discredited assertion 

that phenotypic characteristics acquired during an individual’s lifetime can become inheritable 

traits 439.

4.1.2.6. Non-rigid body searching by Fourier Transform docking

A major problem in rigid body docking is that the algorithm must be sufficiently soft to 

manage conformational changes, yet specific enough to identify the correct solution. One 

alternative already described is non-rigid body searching, i.e. allowing flexibility in the ligand 

and/or receptor side-chains, but another approach is to use a ‘soft’ treatment of electrostatic 

interactions, e.g. in FTDOCK (Fourier Transform docking) 429. This method uses a fast Fourier 

Transform to search rapidly the translational space of two rigidly rotated molecules. In this 

program, instead of measuring specific charge-charge interactions, point charges are measured as 

grid points and dispersed to simulate side-chain movement. The theory, beyond the scope of this 

thesis, is based on an algorithm which measures shape complementarity by Fourier correlation 425 

using a fast Fourier Transform and Fourier correlation theory to scan rapidly the translational 

space of two rigidly rotating molecules. The GRAMM program 440 uses an algorithm of grid- 

based correlation by Fast Fourier Transform is low-resolution docking studies (see below).

4.1.2.7. Low-resolution clocking

One of the crucial factors in molecular recognition procedures is the multiplicity of local 

minima of intermolecular energy, or a large amount of high-scoring false-positive matches. 

Existing approaches are actually designed for high-resolution structures, determined by 

experiment or modelling. The elaborate character of local structural details contains a huge 

amount of information and often interferes with the search procedure and/or demands excessive 

computational time. One of the best known approaches to alleviate these problems was designed 

by Wodak and Janin 441 who reduced atomic contacts to residue-residue interactions. Another
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significant problem in protein docking is the problem of structural data inaccuracy, e.g. the 

inaccuracy in X-ray data due to natural flexibility of atomic fragments, poor structure resolution 

etc. Important factors in docking studies are also conformation changes on complex formation. 

Some of the approaches include a degree of tolerance to molecular structure fluctuations 420,425 

and truncation of certain side chains 442 One approach to overcome these problems is based on 

ultralow (~7A resolution) representation of molecular structures, giving an opportunity to filter 

out (average) all high-resolution structural details and still predict most of the structural features 

of the ligand-receptor complex 423. This approach greatly improves the signal-to-noise ratio in 

determining best fit and moves the structure inaccuracy tolerance to the range of the 

macro structure 422. The program GRAMM, based on these approaches 422'425j has been used in the 

low-resolution study of a hemagglutinin-antibody complex 440.

4.1.3. Energy evaluation

A successfi.il docking methodology requires an energy function, which is selective, i.e. 

capable of discriminating between a mis-docked structure and correct ligand-receptor structure, 

e.g. a low-energy conformation or one consistent with the cry stall ographic structure of the 

complex. A good energy function should also be efficient, allowing the desired minimum to be 

located reasonably rapidly and the landscape on which the ligand moves should be relatively 

smooth with no large energy barriers separating different structures.

Older docking programs simulated docking by matching shape or surface complementarity 

4 2 5 ,4 4 3  gome achieved this by modelling the hydrophobic effect during association from the change 

in solvent-accessible surface area of molecular surface area, e.g. 43°. Most recent programs have 

functions to model Van der Waals’ and electrostatic interactions, hydrogen bonding and solvent- 

screening effects, e.g. AUTODOCK uses a sigmoidal distance-dependent dielectric function in the 

electrostatic interaction energy grid calculation to account for the solvent screening effect 444 

More recently, improvements have been made to include desolvation, free energy and entropic 

terms.

Horvath’s 445 continuum solvent model 446 for desolvation approximates the change of the 

electrostatic energy of a charged atom that approaches a low-dielectric atom, which displaces the 

high-dielectric solvent. The hydrophobic effect is represented as a term proportional to the surface 

area buried during binding. In Horvath’s approach, simplified ‘virtual physical laws’ were defined 

to govern the behaviour the ligands so that binding could even be characterised by a ‘virtual’
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entropy index. Entropy is a physical quantity which has not been dealt explicitly with in many 

docking programs.

Different docking methods use different energy functions to evaluate the docked 

structures with different weightings given to the components. For example, the principle driving 

force of the GOLD algorithm 428 is the identification of hydrogen-bonding interactions between 

the ligand and the protein, as hydrogen bond motifs have been directly encoded into its genetic 

algorithm. It is thus unable to make binding predictions for ligands with no polar groups. GOLD 

describes desolvation by using a term for hydrogen bonding which takes into account the 

fundamental requirement that water must be displaced from both donor and acceptor before a 

bond forms. The term does not assume that all hydrogen bonds have a directional preference 

along the acceptor lone-pair, unlike some algorithms. The fact that some prefer to form bonds in 

the plane of the lone-pairs or have no preference in relation to the lone pair positions is taken into 

account.

The selectivity and efficiency of a range of energy functions has been assessed by Vieth et 

al. 447 using five different ligand-receptor complexes. The study includes the effect of dielectric 

constant, solvation, the scaling of surface charges, reduction of Van der Waals' repulsion and non­

bonded cutoffs. It was found that energy functions displaying selectivity include a variety of 

distance-dependent dielectric models together with truncation at 8A of the non-bonded 

interactions. A constant dielectric is disadvantageous because it selects predominantly on the basis 

of electrostatics and, as in the case of a low value for a dielectric constant, probably disrupts the 

balance between electrostatics and packing (Van der Waals’ interactions) necessary for tight and 

specific interactions. Incorporation of the Poisson-Boltzmann continuum solvation model (which 

treats the solvent as a body of constant low dielectric between 2 and 4, and models the solvent as 

a continuum of high dielectric 448) flattens the energy surface and reduces the gap between the 

energy distributions of the docked and mis-docked structures. Truncation of the non-bonded 

interactions obviously decreases the number of interactions to compute and hence the 

computational cost o f docking. In addition, short values for the non-bonded interaction truncation 

should favour tightly packed structures and highly localised electrostatic interactions in the active 

site over more loosely packed structures with screened electrostatic interactions. The most 

selective potential, however, was found to be the most inefficient, requiring the longest CPU time.

The largest improvements in docking efficiency (number of docked structures per unit 

time) come from a reduction of Van der Waals’ repulsion and a reduction of surface charges.
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Reduction of Van der Waals’ repulsion means that the resulting conformational transition barriers 

are much smaller than with unmodified Van der Waals’ potential and allows a ligand to penetrate 

the interior of the protein with a relatively small energetic penalty (i.e. the local energy barriers 

are very small). Reduction of the surface side-chain charges accounts for the flexibility of the 

surface side-chains and resulting surface charge delocalisation due to this flexibility.

4.1.4. The AUTODOCK docking program

In the Aims section it was proposed to use a docking program to investigate the potential 

binding modes of inhibitors of the parasitic enzyme trypanothione reductase and to assess the 

ability of the program in rationalising in vitro inhibition data from our laboratory.

The program used was AUTODOCK 427, which uses a Monte Carlo simulated-annealing 

technique for configurational exploration of a flexible ligand in a rigid receptor site with a rapid 

energy evaluation using grid-based molecular affinity potentials based on the AMBER force field 

18 \  Combining the advantages of a large search space and a robust energy evaluation, it can be up 

to ten times faster than molecular dynamics for both large and small active site docking 449. 

AUTODOCK was chosen because it has been already been applied to and proved successful in 

many docking studies, e.g. the docking of; isomaltose analogues, methyl a-acarviosinide and 

glucosyl disaccharides in the glucoamylase active site 450'452 citrate to aconitase 453, benzamidine 

to P-trypsin, camphor to cytochrome P-450, biotin to streptavidin, the cyclic urea protease 

inhibitor XK-263 to HIV-1 protease and others 454,455. The program is easy to understand, user 

friendly, easy to modify for the users purposes and not as ‘black box’ as some programs can be. 

The results of the docking procedure can be easily viewed as files compatible with the SYBYL 

software run in-house. Because the receptor remains rigid, AUTODOCK is less complicated and 

has the potential to run more efficiently than programs dealing with flexible receptor sites.

AUTODOCK comprises several sections now outlined in the order they are used in practice.

4.1.4.1. AUTOTORS

The AUTOTORS tool allows the rotatable bonds for the ligand to be defined.

4.1.4.2. Modelling hydrogen-bonds

A molecule often contains two types of hydrogens: polar, i.e. those bonded to oxygen, 

nitrogen or sulphur and capable of forming hydrogen bonds, or non-polar. Hydrogen bonds are
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often important in ligand binding and these interactions can be modelled explicitly in AUTODOCK 

with polar hydrogens being allowed to freely rotate. The relatively unimportant non-polar 

hydrogen atoms have their partial atomic charges united with the heavy atoms (usually carbon) to 

which they are attached. This saves having two types of hydrogen grids (see below), thus 

conserving disc space and computational time. To ‘unite’ a non-polar hydrogen atom’s partial 

charge, the latter is added to that of the heavy atom to which it is bonded and the hydrogen can 

then be deleted from the molecule. This can be done in AUTOTORS. Polar hydrogens remain 

present and retain their charges.

Pairwise-atomic interaction energies can be approximated by the general Lennard-Jones 

potential function (4.1).

V(r) « C„ r -  Cm r ~m Equation (4.1)

where V(r) is potential energy expressed as a function of inter-nuclear separation, r, m and n are 

integers and C„ and Cm are constants whose values depend on the depth of the energy well and 

the equilibrium separation of the two atoms’ nuclei. The potential is characterised by a ^ attracfive^ 

part that varies as r "" and ^ r e p u l^ ^ a f f tS a t  varies as r ~m. Tyjpicahy, the 12-6 Lennard-Jones 

parameters («=12, m=6) are used to model the Van der Waals’ forces experienced between two 

atoms. The 12-10 form of the expression (»=T2, jw=10) can be used to model hydrogen bonds 

more accurately. This form modulates the pairwise interaction by a function of the cosine of the 

hydrogen bond angle and thus takes into account the directionality of hydrogen bonds. The user 

must specify the appropriate 12-10 parameters for hydrogen atoms bonded to O, N or S in the 

ligand in the AUTOGRID parameter file described below. For the Van der Waals’ interaction of all 

the other atom types, the Lennard-Jones 12-6 potential is applied.

4.1.4.3. AUTOGRID

AUTOGRID detects hydrogen bond parameters in the grid parameter file and, if n in 

equation (1) is not 6 but 10, the pair-wise interaction is modulated by a function of the cosine of 

the hydrogen-bond angle. This takes into account the directionality of hydrogen-bonds. Figure 4.1 

is an example of a grid parameter file. The first column of atoms represents those in the ligand and 

the second column contains those found in the protein. Note the 12-10 parameters for the O-H 

and S-H hydrogen bonding interactions.

The final energy evaluation of the docked structures is rapidly achieved by pre-calculating 

atomic affinity potentials for each atom type in the ligand molecule as described by Goodford 456.
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receptor trtcks_nomep_min25.pdbq ttmacromolecule
gridfld trtcks_nomep_min25_maps.fId #grid_data„file
npts 60 60 60 #numxyzpoints
spacing .375 #spacing/Angstroms
gridcenter -24.286 -7.056 4.167 #center_of_grids or auto
types CNOSX #atom_type_names

#atomic„affinity_mapmap trtcks_.nomep'_min2 5__„C. map
nbp_r_eps 4.00 0.1500 12 6 #C-C
nbp_r_eps 3 .75 0.1549 12 6 #C-N
nbp_r_eps 3.60 0.1732 12 6 #C-0
nbp_r_eps 4.00 0.1732 12 6 #C-S
nbp_r_eps 3 .00 0.0548 12 6 #C-H
nbp_r_eps 4.04 0.2035 12 6 #c-x
nbp_r_eps 4.04 0.2035 12 6 #c-x
nbp_r_eps 4.04 0.2035 12 6 #c-x
map trtcks.. nomep>_min2 5_N.map
nbp_r_eps 3 .75 0.1549 12 6 #N-C
nbp_r_eps 3 .50 0.1600 12 6 #N-N
nbp_r_eps 3.35 0.1789 12 6 #N-0
nbp„r_eps 3 .75 0.1789 12 6 #N-S
nbp_r_eps 2.75 0.0566 12 6 #N-H
nbp_r_eps 3 .79 0.2101 12 6 #N-X
nbp_r_eps 3 .79 0.2101 12 6 #N-X
nbp_r_eps 3 .79 0.2101 12 6 #N-X
map trtcks._nomep_min2 5_O.map
nbp_r_eps 3 .60 0.1732 12 6 #0-C
nbp_r__eps 3 .35 0.1789 12 6 #0-N
nbp_r_eps 3 .20 0.2000 12 6 #0-0
nbp_r_eps 3 .60 0.2000 12 6 #0-S
nbp_r_eps 1.90 5.0000 12 10 #0-H
nbp_r_eps 3 .65 0.2349 12 6 #0-X
nbp_r_eps 3 .65 0.2349 12 6 #0-X
nbp_r_eps 3 .65 0.2349 12 6 #0-X
map trtcks._nomep_min2 5_ S .map
nbp_r_eps 4.00 0.1732 12 6 #s-c
nbp_r_eps 3 .75 0.1789 12 6 #S-N
nbp_r_eps 3 . 60 0.2000 12 6 #S-0
nbp_r_eps 4.00 0.2000 12 6 #S-S
nbp_r_eps 2 .50 1.0000 12 10 #S-H
nbp_r__eps 4.04 0.2349 12 6 #S-X
nbp_r_eps 4.04 0.2349 12 6 #S-X
nbp„r_eps 4.04 0.2349 12 6 #s-x
map trtcks._nomep_min2 5. X.map
nbp_r_eps 4.04 0.2035 12 6 #x-c
nbp_r_eps 3 .79 0.2101 12 6 #X-N
nbp_r_eps 3 .65 0.2349 12 6 #X-0
nbp_r_eps 4.04 0.2349 12 6 #X-S
nbp__r_eps 3 .04 0.0743 12 6 #X-H
nbp_r„eps 4.09 0.2760 12 6 #X-X
nbp_r_eps 4.09 0.2760 12 6 #x-x
nbp_r_eps 4.09 0.2760 12 6 #X-X
elecmap trtcks_nomep_min25_e .map

non-bond Rij epsilonij 
epsilonij 
epsilonij 
epsilonij 
epsilonij 
epsilonij 
epsilonij 
epsilonij 

#atomic_affinity_map 
non-bond Rij & epsilonij 
non-bond Rij & epsilonij 
non-bond Rij & epsilonij 
non-bond Rij & epsilonij 
non-bond Rij St epsilonij 
non-bond Rij Sc epsilonij 
non-bond Rij Sc epsilonij 
non-bond Rij & epsilonij 

#atomic_affinity_map 
non-bond Rij & epsilonij 
non-bond Rij Sc epsilonij 
non-bond Rij & epsilonij 
non-bond Rij & epsilonij 
non-bond Rij & epsilonij 
non-bond Rij & epsilonij 
non-bond Rij & epsilonij 
non-bond Rij & epsilonij 

#atomic_affinity_map 
non-bond Rij & epsilonij 
non-bond Rij & epsilonij 
non-bond Rij & epsilonij 
non-bond Rij & epsilonij 
non-bond Rij Sc epsilonij 
non-bond Rij Sc epsilonij 
non-bond Rij & epsilonij 
non-bond Rij St epsilonij 

#atomic_affinity_map 
non-bond Rij St epsilonij 
non-bond Rij & epsilonij 
non-bond Rij Sc epsilonij 
non-bond Rij & epsilonij 
non-bond Rij Sc epsilonij 
non-bond Rij Sc epsilonij 
non-bond Rij Sc epsilonij 
non-bond Rij & epsilonij 

#electrostatic_PE_map 
dielectric -1. #distance-dep.diel=-l,constant>0
fmap trtcks_nomep_min25_f.map #floating_grid

Figure 4.1. An example o f a grid parameter (input) file for AUTOGRID.
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In the AUTOGRID part of AUTODOCK the active site of the protein is embedded in a three- 

dimensional grid of user-defined size with probe atoms (defined by each atom-type in the ligand) 

placed at each grid point. The energy of interaction of this single atom with all included protein 

atoms within a non-bonded cut-off radius of 8 A is assigned to the grid point.

4.I.4.4. AUTODOCK

The docking simulation is carried out using the Metropolis method, also known as Monte 

Carlo simulated-annealing. The user can start the molecule in a particular conformation and 

location, or have each new docking run begin at a randomly chosen state. With the protein static 

throughout the simulation, the ligand molecule performs a random walk in the space around the 

protein. At each step in the simulation, a small random displacement is applied to each of the 

degrees o f freedom of the ligand: translation of its centre of gravity, orientation and rotation 

around each of its flexible internal dihedral angles. This displacement results in a new 

configuration whose energy is evaluated by tri-linear interpolation o f affinity values of the eight 

grid points surrounding each of the ligand atoms. If the new energy is lower than that of the 

preceding step, the new configuration is immediately accepted; if higher, the configuration is 

accepted or rejected based upon a probability expression dependent on a user-defined 

temperature, T. The probability of acceptance, P, is given by Equation (4.2)

P (AE) = e exp(-AE/kBT) Equation (4.2)

where AE is the difference in energy of the current step from the previous step and kB is the 

Boltzmann constant. In each run of simulated annealing, a prescribed number of cycles is carried 

out, typically 50, each at a constant specified temperature, and each cycle contains a large number 

of individual steps, e.g. 25,000. After a specified number of acceptances or rejections, the next 

cycle begins with a temperature lowered by a specified schedule such as

Tf = gT(Iw)
where T, is the temperature at cycle i, and g is a constant between 0 and 1.

After all the requested runs (independent dockings) have been performed, cluster analysis 

is performed, based on structural root mean square (RMS) difference. The RMS deviation of any 

conformations generated during the docking is calculated by comparing the co-ordinates in a file 

specified by the user. This is useful when the experimentally determined complex structure is 

known. The user specifies an RMS tolerance and if two conformations have an RMS less than
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this, they are placed in the same cluster, being ranked by energy. Cluster analysis ranks the 

resulting families of docked conformations in order of increasing energy.

4,1.5. Summary

The ideal docking method would allow complete flexibility of both ligand and receptor 

and allow them to explore their conformational degrees of freedom such as via a molecular 

dynamics simulation of the ligand-receptor complex. The most recent docking algorithms have 

been developed to allow this 457"459) but such calculations are computationally very demanding and 

molecular dynamics only explores the range of binding modes well for very small, mobile ligands. 

For many systems, the energy barriers that separate one binding mode from another are often too 

large to be overcome. In addition, many proteins exhibit an induced fit mode of binding in reality, 

and a large free energy change may accompany conformational changes in the protein upon 

binding, in particular the surface loops.

A further problem is that, at the time of writing, no docking programs can simulate water 

in the active site and the displacement and rearrangement of solvent molecules as the ligand binds 

to the receptor. Neither can they predict protein rearrangement and simulate the high flexibility of 

amino acid side chains. This is due to the current limitations in computer speed (including data 

processing, storage and handling) which is in turn limited by present computer technology. With 

the rapid developments in docking programs and, more importantly, in computer technology, this 

is not foreseen to be a long-term problem.

It was proposed to use AUTODOCK to investigate the binding modes of families of 

inhibitors of the parasite enzyme trypanothione reductase, and to attempt to rationalise in vitro 

inhibition data with computer modelling predictions of relative ligand binding energies. More 

detailed coverage of this enzyme and its inhibitors are given in the next section.
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4.1.6. Trypanothione reductase

Major Third World parasitic diseases, including African Sleeping Sickness, Chagas’ 

disease and leishmaniasis are caused by pathogenic parasites belonging to the order 

Kinetoplastida, (Trypanosoma and Leishmania species). Trypanothione reductase (TR), the 

enzyme, which in trypanosomal and leishmanial parasites catalyses the reduction of trypanothione 

disulphide to the redox-protective dithiol (Figure 4.2(b)), has been identified as a potential target 

for rational anti-parasite drug design (reviewed 4<so). The analogous human enzyme is glutathione 

reductase (GR), which reduces glutathione disulphide to glutathione (Figure 4.2(a)). Despite 

gross similarities (e.g. 41% sequence identity between Trypanosoma congelense TR and human 

GR) TR and the host enzyme, human red blood cell GR, are mutually exclusive with respect to 

their disulphide substrates 461j462. For instance, human GR has a 9000-fold preference for 

glutathione over trypanothione based on Vmax/Km values 463,

4.1.6.1, Structural features of trypanothione reductase

A member of the large, well-characterised protein family of FAD-dependent NAD(P)H 

oxidoreductases overviewed in 464'4675 TR is dimeric with molecular mass 104kDa, whose subunits 

fold into four domains: the FAD-binding, the NADPH-binding, the central and the interface 

domains. Two identical active sites are formed by residues of the FAD, NADPH, and central 

domain of one monomer and the interface domain of the other monomer. A redox-active 

disulphide is involved in the formation of an enzyme-substrate mixed disulphide. The active site is 

rather large (approximately 20A long, ISA wide and 15A deep), see Figure 4.3(a) and (b).

Crystal structures of TRs from Crithidia fasciculata 468)469 and Trypanosoma crmi 470 

have been solved. However, until now attempts to bind trypanothione to crystals of TR have been 

unsuccessful. Only the crystal structures of TR complexed with the alternative substrate N 1- 

glutathionylspermidine disulphide ([GspdS]2) 471 (Figure 4.2(c)) and with the weak, but selective, 

inhibitor mepacrine 472 have been reported. From this crystallographic study of the TR-mepacrine 

complex, the hydrophobic acridine ring of mepacrine was found in the active site, close to the 

hydrophobic wall formed by the residues W-21 and M-113 (with L-17, 1-106, Y-110 and F-114 

nearby). The alkylamino chain points into the inner region of the active site, held in position by a 

solvent-mediated hydrogen bond to E-18 (Figure 4.4).
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(a)
GR

2GSH GSSG

CONH.CONK

COo'

■S

C 02‘CONH" CONH

Glutathione disulphide, GSSG

(b)

TR
T[SH]2 —  T[S]2

CONH,CONH.CONH

NH.

CONH CONHH N CONH'

CO 2

Trypanothione disulphide, T[S]2

(c) H3N"

CO,

.CONHv .CONH. .CONH,
(CH2)3NH2+(CH2)4NH3+

HsNv ^ v ^ C O N IT  'CONH' 'CONH'

c o 2-

■ (CH2)3NH2+(CH2)4NH3+

Figure 4.2. (a) Glutathione substrate for glutathione reductase.
(b) Trypanothione substrate for trypanothione reductase.

(c) The alternative TR substrate N^glutathionylspermidine disulphide, 
[GspdS]2.
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Active Site

Active Site

Figure 4 .3(a). Structure of the enzyme Trypanothione Reductase (TR). The two large 
active sites of the dimer are labelled. Residues important in inhibitor 
design are shown in one active site as a liquorice representation and can 
be seen in greater detail in Figure 4.3(b).
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N:\DP

Figure 4.3(b). The active site of trypanothione reductase. The amino acids important 
in inhibitor design (see text) are shown as a liquorice representation, 
as are NADP and FAD. The C a trace of the protein backbone is shown 
as a yellow ribbon.
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Figure 4.4. Mepacrine bound in the active site of trypanothione reductase.
The important amino acid side chains are shown. The coordinates for 
the structure are from Jacoby et al. (see text).
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Using this information, the rational drug design approach has been applied in our 

laboratory using molecular modelling, kinetic studies against the TR of T.cruzi and studies of in 

vitro parasitic activity against T.brncei, T.cruzi and Leishmania donovani. The initial design 

approach was to target the hydrophobic wall formed by W-21/M-113 etc. Initially this pocket was 

filled manually with various fused aromatic structures, e.g. naphthalene, phenanthrene, anthracene 

(Figure 4.5(a)). For solubility purposes and to vectorise the ligand in its putative binding site, a 

cationic ammonium group was introduced into the prototype inhibitors. This was located between 

two glutamic acid side-chains (Figure 4.5(b)). This led to the finding that phenothiazines and 

related tricyclic anti-depressants, e.g. saturated dibenzazepine (imipramines), (Figure 4.6) were 

potential lead inhibitors of TR showing strong inhibition 473-475 (Figure 4.5(c)).

I
R

(a) (b)

Figure 4.6. Root structures of phenothiazines (a) and imipramines (b).

The tricyclic framework has been considered to be bound in the major hydrophobic cleft 

of the active site used by the spermidine portion of the natural substrate, trypanothione, i.e. near 

W-21 and M-113. From analysis of a series of alternative substrates and molecular modelling 

studies, a second hydrophobic pocket called the Z-site was observed, located as the region near F- 

396' and P-3981. Using the experimental coordinate sets 472 for the bound-mepacrine site, 

inhibitors have been developed in our laboratory by trying to combine this putative Z-site with the 

hydrophobic wall containing W-21, M-113, Y-110 by further functionalising tricyclic inhibitors. 

Molecular modelling suggested that quaternisation of the tertiary co-nitrogen of the side-chain on 

the central bridge nitrogen atom of chlorpromazine to incorporate a hydrophobic species should 

increase binding strength through increased hydrophobic interactions if the Z-site could be 

accessed (Figure 4,7).

Consequently, chlorpromazine derivatives quaternised on this nitrogen and specifically 

bearing substituted benzyl and other aromatic groups were designed and synthesised in our
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laboratory. K; and I 5 0  data for T.cruzi TR provided clear evidence that this additional hydrophobic 

group and permanent positive charge improve inhibition strength relative to the original tricyclic 

leads by up to 30-fold. The best of these inhibitors had a Kj value of 0.12pM, compared to 6pM 

for chlorpromazine 390.

4.1.7. Aims

It was proposed to attempt to rationalise the above and related sets of quantitative 

experimental data for three families of quaternary tricyclics with the use of a docking program 

and molecular models (phenothiazines, open ring phenothiazine analogues and imipramines). We 

aimed to use the program AUTODOCK to investigate the binding modes of the inhibitors and to 

address the following questions:

1. Does the calculated order of ligand binding energies correlate with observed inhibition data 

(experimental K; and I50  values)?

2. Do the final ligand conformations show discrete families of binding locations (i.e. cluster into 

favoured areas of the active site)?

3. Do the docked conformations and sites bear any resemblance to the observed crystal structure 

situation for mepacrine?

4. Can AUTODOCK be used as a predictive tool to suggest structures for improved inhibitors?
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Figure 4.5(a). Anthracene manually docked into the active site of
trypanothione reductase. The residues potentially involved 
in hydrophobic interactions and used to guide initial ligand 
placement are shown.
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Figure 4 .5(b). Representation of the cationic ammonium ion substituent of potential
inhibitors manually docked into the active site of trypanothione reductase, 
showing putative electrostatic interactions with residues E466’ and E467’.
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Figure 4.5(c). Chlomipramine manually docked into the active site of
trypanothione reductase, showing putative hydrophobic and 
electrostatic interactions with residues used in the initial design 
steps.
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Figure 4.7. Inhibitor of trypanothione reductase based on the lead tricyclic framework, 
but also possessing a quaternary amine site added to increase binding 
strength through electrostatic interactions with residues E466’ and E467’.
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4.2. MATERIALS AND METHODS

Docking searches used the program AUTODOCK 2.4 427, developed to provide a procedure 

for predicting the interaction of small molecules with macromolecular targets, and using a 

Metropolis Monte Carlo simulated annealing technique for positional and configurational 

exploration 4 3 3  based on the AMBER force field 181. This approach includes terms for the Van der 

Waals’, electrostatic and hydrogen-bonding interactions.

4.2.1. Docking procedure

4.2.1.1. Preparation of ligands and receptor for docking runs

The X-ray structure of TR complexed with mepacrine 4 7 2  was used. Mepacrine and all 

water molecules were removed, the charged amine and carboxyl terminii capped and essential 

hydrogens added using the Kollman united-atom libraiy. The X-ray structure was briefly relaxed 

(25 steps Simplex) to remove any bad geometry and short contacts present, but not to allow any 

heavy atoms to move significantly from the calculated crystal structure positions.

Ligands to be docked (Tables 4.2-4.5) were built in SYBYL 6.4.2 (Tripos Inc.), all 

hydrogens added and a formal charge o f +1 added to the quaternary nitrogen atom. Partial atom- 

centred charges were calculated using the semi-empirical method PM3 implemented in MOP AC 

1 1 9  and, after an initial Simplex optimisation, ligands were minimised to convergence by the Powell 

method with a gradient of 0.05 kcal/mol.

To check the validity of the minimisation technique, the Cambridge Crystallographic 

Database was searched for phenothiazine derivatives, yielding five molecules (Table 4.6) which 

were built in SYBYL and minimised as described. The RMS differences between the built 

molecules and the crystal structures were determined.

4.2.1.2. AUTOTORS

The rotatable bonds of the ligands, defined in Tables 4.2-4.5,vary in number from 4 to 12 

for the most flexible ligand. Non-polar hydrogens were united automatically using the ‘-h’ flag.

4.2.1.3. AUTOGRID

A grid (29.625A x 29.625A x 30.375A) was used for each test case, with a grid spacing of 

0.375A, centred on the active site of the protein. The number of grid points in each Cartesian
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direction was 40, 40 and 41, making a total of 80 x 80 x 82 points per grid. The appropriate 12- 

1 0  parameters for hydrogen atoms bonded to O, N, or S in the ligand and to O or S in the protein 

were specified in the AUTOGRID parameter file (e.g. Figure 4.1). (N atoms of TR were all 

assumed to be part of protein backbone amide bonds (or in glutamine, apsaragine, arginine, etc) 

so that the lone pair would not available to form hydrogen bonds).

4.2.1.4. AUTODOCK

As the 50 docking runs initially performed per ligand gave practically no clustering, 1 0 0  

docking runs were carried out in each case. At the beginning of each simulated annealing run, the 

ligand was positioned randomly within the grid and movement began with a random translation, 

random rigid body rotation and random torsion. Each run consisted of 100 annealing cycles. A 

cycle terminated if the ligand made either 30,000 accepted moves, or 30,000 rejected moves. The 

annealing temperature, was 31 OK during the first cycle, and was reduced linearly at the end of 

each cycle by a factor of 0.95. The state with the minimum energy found during the current cycle 

was used to start the next cycle. For all cycles, there was a maximum translational step size of

0.2A and a maximum torsional rotation of 5° per step.

Docking runs, performed on a Silicon Graphics Origin2 0 0 0 , each took between 1 2  and 

76hours of CPU time.

4.2.1.5. Cluster Analysis

Following docking, cluster analysis of all structures generated for a single compound was 

performed. Once sorted by total energy of interaction, the structures were sequentially assigned to 

cluster families, represented by top-of-cluster structures. Structures not satisfying a tolerance of

1.5 A in the RMS deviation for all atoms to each top of cluster structure found, defined new 

clusters.

The final docked positions of all ligands (except mepacrine) could not be referenced 

against any known TR-bound three-dimensional structure but those of mepacrine were referenced 

to the bound conformation seen in the crystal structure.

To be able to compare final energies for different ligands, the docked ligand internal 

energies were referenced to the initial intermolecular undocked energy. The differences calculated 

between the undocked and docked energies, i.e. the energy gained on binding, were used for 

analyses.
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4.3 RESULTS AND DISCUSSION

4.3.1. Validation of the minimisation technique

The five ciystallographically derived structures of compounds structurally related to the 

docking ligands are in Table 4.6. After being built in SYBYL, charges loaded and minimised, the 

resulting theoretical conformations were compared with the crystallographic data. The RMS 

differences between all atoms only varied between 0.68 and 1.44A, indicating that the method of 

ligand construction and minimisation is satisfactory.

4.3.2. Docking studies

The results of the docking studies are shown in Tables 4.2-4.5. Overall, the 35 ligands 

showed very little clustering into groups of docked conformations (except for chlorpromazine and 

chlomipramine); the energies of the final structures spanned a continuous range and were not well 

separated energetically. With between 28 and 89 ‘clusters’ found out of 100 runs, there does not 

appear to be one distinguishable family of energetically favoured docked conformations. A 

‘cluster’ is defined as a set of final docked conformations separated by an RMS difference of 

<1.5 A, but in many of the present cases the term actually describes only one or two 

conformational states and so may be mis-Ieading. In the following analyses, only the top 2 0  

clusters were examined. It should be noted that although a ‘mean’ energy of the top clusters has 

been calculated, AUTODOCK does not list from which docking runs this average is from, therefore 

a standard deviation cannot be quoted.

4.3.2.I. General overview of docking results

A brief analysis of these docking studies shows that although the clustering was poor, two 

general families of preferred binding modes can be clearly seen and these are comparable in 

binding energy:

I The quaternary nitrogen of the ligand (N+) electrostatically interacts with the residue E-

466' (or sometimes E-4671) combined with one of the two following hydrophobic

interactions:

a) The tricyclic moiety lying in the hydrophobic Z-site (F“396'/P-398'/L-399'),

b) The hydrophobic aromatic group on the N+ lying in the Z-site,
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c) The quaternary nitrogen only interacts with E-466' or E-467' with no hydrophobic 

interactions,

II The quaternary nitrogen electrostatically interacts with S-14, (usually showing no 

hydrophobic interactions, but sometimes with the tricyclic or quaternary aromatic group 

lying near the hydrophobic region of L-17/W-21/M-113).

Modes I (a), 1(b) and II are shown in Figure 4.8(a), (b) and (c), respectively. (For the open 

ring ligands, sometimes the secondary amine nitrogen participates in the same interactions 

with E466'/E467' seen of the N+).

A more detailed analysis of the binding of individual ligands follows.

226



Cl N

r l  r

Me2N^P'

R H

CH2-

A

Cl

Br

^CH2-

^ch2-

CHi

CH30,

ch3o  h3c

h 3c ch2-

ch2

(CH3)3C

Ligand
Mean energy 

of top 
cluster 

(kcalmol'1)

% runs 
in top 

10 
clusters

% runs 
in top 

20 
clusters

Ki(a)
(pM)

Chlorpromazine -66.32 61 76 10.8 00 
±1.1

CC289 -64.95 35 55 1.3
±0.2

OFKOOl -64.14 40 53 1.8
± 0.2

OFK002 -70.00 37 52 1.7 
± 0.3

OFK003 -65.48 29 47 2.4
±0.1

OFK004 -69.58 32 48 1.5
±0.1

OFK005 -67.42 35 62 2.3 
± 0.3

OFK006 -70.96 45 62 1.2
±0.2

OFK007 -75.45 39 53 0.12
±0.01

OFK008 -80.30 30 43 0.77
±0.12

OFK009 -66.04 27 46 0.47
±0.10

OFKOIO -74.40 22 35 0.47
±0.09

OFKOll -67.36 31 62 0.68
±0.08

Table 4.2. Results of docking the phenothiazine family of ligands. 

Rotatable bonds are defined in red.

Ki values from literature 4^ \  ^  - Value from literature 4^4.
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M e2N

R

R

CH:

Cl,

O CH2

c h 2_

Cl

(CH3)2H

OMQ

Ligand
Mean energy 

of top 
cluster 

(kcalmol1)

% runs 
in top 

1 0  

clusters

% runs 
in top 

2 0  

clusters

K
(MM)

OFK012 -72.18 44 64 0.71
± 0 . 1 2

OFK013 -69.14 19 32 0.56
±0.07

OFK01400 -47.13 27 49 (C)

OFK015 -78.24 30 47 2.98 (d) 
±0.38

OFK016 -71.97 28 52 1.55 (d) 
±0.24

OFK017 -80.84 42 59 1.67(d) 
±0.37

OFK018 -73.04 27 49 0.49(d) 
± 0 . 1 1

OFK024 -67.51 33 54 -

OFK028 -82.70 45 56 -

Table 4.2. Results of docking the phenothiazine family of ligands.

Rotatable bonds are defined in red.

^  - Kj values from literature 476.
/ L \

- N.B. Positive quaternary nitrogen replaced by oxygen.
(c ) - Little or no activity at 50pM. Precipitates at lOOpM.

^  - Kj is calculated from I5 0  value 47  ̂using the equation I5 0  = Kj (1 + [S0]/Km) 

where [So] = 120pM and Km = 24pM against the substrate 6 /s-iV-benzoyloxy- 
carbony 1-L-cysteinylglycine-3-dimethylaminopropylamide disulphide.
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Cl N H

Me2 N

R

R

H

c h 2-

C1 O j V - C H y -

< 0^  cĤ °^Oh'< 

h <0 ^ ch2~(C H 3) 3C-

C B ,—

Ligand
Mean energy 
of top cluster 
(kcalmol1)

% runs 
in top 

10 
clusters

% runs 
in top 

20 
clusters

v  (•) 
(pM)

OPN-OO -66.04 27 48 66(b)

OFK289b -91.37 27 43 14.2
±0.1

OFK007b -70.04 21 37 1.69
±0.22

OFKOlOb -73.05 16 29 6.6
±0.4

OFKOllb -70.47 17 37 6.5
±0.7

OFK012b -69.92 20 36 5.3
±0.9

Table 4.3. Results of docking the open ring family of ligands. 
Rotatable bonds are defined in red.

- OFK ligand Kj values from literature 476.
(b) - Kj value from literature 477.
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Cl

R

R

H

Cl,

CH f^O

(CH3)3 » f § t

c h 9—

Cl h -

CHt -

Ligand
Mean energy 
o f  top cluster 
(kcalm ol1)

% runs 
in top 

10 
clusters

% runs 
in top 

20 
clusters

is  (a) 

GiM)

Chlomipramine -71.05 63 91 6.5 (b)

OFK289c -65.06 44 72 1.9
± 0 .4

OFK007c -66.19 27 52 0.20
± 0 .0 4

OFKOlOc -73.95 34 53 0.66
± .0 7

OFKOllc -66.60 43 66 0.39
± 0 .0 8

OFK012c -77.45 44 70 0.63
±0.11

Table 4.4. Results of docking the imipramine family of ligands.

Rotatable bonds are defined in red.

- Kj values from liteature 476. ^  - Value from literature 475.

M e

Ligand
Mean energy 

of top 
cluster 

(kcalmof1)

% runs 
in top 

10 
clusters

% runs 
in top 

20 
clusters

(pM)

Mepacrine
(charged)

-67.75 24 39 25

Mepacrine
(uncharged)

-50.55 28 41 -

Table 4.5. Results of docking mepacrine (charged and uncharged). 
Rotatable bonds are defined in red.

- Kj value from literature 472.
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Compound RMS difference
(A)

__ p |  4 7 8 ,4 7 9 1.20, 1.08

b
Me-, N  

1
R

_  480 C H2 ”

0 0 0
1.44

481 N M e2

1.06

M e2 N ^

482

0.68

Table 4.6. The RMS differences between four crystal structures found in the 
Cambridge Crystallographic Database structurally related to the 
docked ligands and their theoretical structures calculated in SYBYL.
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Figure 4.8(a). Binding mode 1(a). The quaternary nitrogen of the ligand, here CC289, 
electrostatically interacts with E466’ and/or E467’ and the tricyclic 
moiety lies in the Z-site.
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Figure 4.8(b). Binding mode 1(b). The quaternary nitrogen of the ligand, here CC289, 
electrostatically interacts with E466’ and/or E467’ and the hydrophobic 
aromatic group on the quaternary nitrogen lies in the Z-site.
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*> t
c

Figure 4.8(c). Binding mode II. The quaternary nitrogen of the ligand, here CC289, 
electrostatically interacts with S14 (occasionally with a hydrophobic 
moiety lying near LI7AV21/Ml 13).
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4.3.2.2. Phenothiazines

A group of 23 phenothiazine ligands was studied (22 quaternary compounds and 

chlorpromazine). Table 4.7 and Figure 4.9 show the fraction of ligands found in each binding 

mode.

Ligand Fraction
in

Mode I (a)

Average
Energy

(kcalmol'1)

Fraction
in

Mode 1(b)

Average
Energy

(kcalmol'1)

Fraction 
in Mode 

1(c)

Average
Energy

(kcalmol'1)

Fraction
in

Mode II

Average
Energy

(kcalm ol1)
Clilorpro-

mazine
0.59 -63.72 - - 0.12 -62.97 0.17 -63.68

CC289 0.18 -61.96 0.02 -67.16 0.13 -64.46 0.49 -63.67
OFKOOl 0.36 -64.37 0.06 -64.32 0.11 -63.78 0.38 -65.24
OFK002 0.25 -64.70 0.10 -64.59 - - 0.54 -66.66
OFK003 0.32 -63.76 - - 0.23 -61.92 0.32 -63.97
OFK004 0.23 -66.02 - - 0.10 -68.53 0.58 -67.93
OFK005 0.34 -65.76 - _ 0.08 -64.76 0.15 -64.88
OFK006 0.21 -71.82 - - 0.63 -71.22 0.03 -72.14
OFK007 0.13 -74.02 - 0.11 -73.91 0.68 -74.81
OFK008 0.40 -72.17 - - 0.33 -70.12 0.02 -71.46
OFK009 0.39 -64.40 - - - - 0.39 -64.68
OFKOIO 0.17 -72.93 0.20 -72.08 0.20 -71.93 0.11 -72.12
OFKOll 0.11 -66,23 - - 0.45 -65.19 0.39 -66.48
OFK012 0.34 -71.48 0.02 -69.75 0.09 -69.94 - -

OFK013 0.16 -67.32 - - 0.03 -69.24 0.03 -68.07
OFK014 - - - - - - - -

OFK015 0.20 -75.95 0.08 -76.40 - - 0.53 -76.45
OFK016 0.17 -70.40 0.19 -70.91 0.19 -70.36 0.17 -71.25
OFK017 0.15 -78.22 - - 0.17 -79.50 0.20 -78.39
OFK018 0.31 -72.75 - - 0.41 -72.05 0.08 -72.49
OFK024 0.28 -65.42 0.04 -66.71 0.26 -65.67 0.30 -67.18
OFK028 0.50 -78.99 0.43 -79.22 0.02 -79.93 0.02 -79.57

Table 4.7. The fraction of phenothiazine ligands in the top 20 clusters found in each binding 

mode.

After studying the top 20 clusters for each ligand, it was observed that for some ligands, 

approximately half of the final docked structures were in either conformation 1(a) or II described 

above, e.g. CC289, OFKOOl, OFK002, OFK009, OFKOll and OFK017. Ligand OFK003 had 

approximately half its lower energy clusters in mode 1(a) and one third in II. Ligand OFK004 had 

one third in mode 1(a) and one half in mode II.

As these two modes are practically equal in energy, neither is favoured over the other. 

Both allow a stabilising electrostatic interaction of the quaternary nitrogen with either a charged 

acid group (E-46674671) or a polar hydroxyl group (S-14) and both allow the hydrophobic
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tricyclic moiety or quaternary aromatic group to interact with neighbouring hydrophobic amino 

acid residues.

For OFK002 and OFK003, mode II allows a chlorine atom of the quaternary aromatic site 

to form a potential hydrogen bond with E-18, (if its acid group is protonated), thus contributing 

to the binding energy. In most cases a few individual conformations were detected which satisfy 

one of these interactions, i.e. either electrostatic or hydrophobic.

For these eight ligands, (CC289, OFK001-004, OFK009, OFKOll, OFK017), the 

substituents on the benzyl side chain appear to make no difference to the docking preferences or 

to the binding energies. It is interesting to note that mode 1(b) was not seen for these ligands, 

perhaps because the tricyclic moiety is more hydrophobic than the quaternary aryl group and 

therefore preferably interacts with the Z-site.

Other ligands, including chlorpromazine, did show preference for one mode: 

Chlorpromazine: This ligand showed the best clustering of all the ligands docked, with 33 out of 

the final 100 docked structures in the top cluster alone. This cluster, together with 11 other 

conformations from separate clusters, puts the ligand in binding mode 1(a). One quarter of this 

number had the hT-S-14 interaction of binding mode II.

OFK005. Of the docked conformations in the top 20 clusters, just over half had the N*-E- 

4667467 interaction. Of these, 50% had the tricyclic in the Z-site, 25% had the cyclohexane side 

chain here and 25% had the tricyclic group directed towards residues L-17/M-113. Only 

approximately one seventh of all the conformations in the final 20 clusters showed the 1ST-S-14 

interaction.

OFK007 and OFK015. In these cases approximately three times as many final conformations were 

found with the N+-S-14 interaction (mode II) than with 1ST-E-4667467' (mode I). For OFK007, in 

most cases a chlorine atom on the benzyl group of the side chain appeared to interact with E-18 

and, for OFK015 some conformations allowed the nitro group on the benzene ring to interact 

with E-18. Perhaps these additional interactions account for some of the binding preference. 

OFK016. Here, three times as many conformations were seen to have the quaternary nitrogen 

interacting with E-4661 than with S-14. This binding mode preference may be because the E-466' 

acid group is more exposed to the active site cavity, whereas the S-14 is less accessible and 

surrounded by other residues so that the large naphthalene substituent sterically hinders binding to 

S-14. With the N+-E-466' interaction, either the tricyclic or the naphthalene substituent interacted 

in the Z-pocket, but in the S-14 case, there appeared to be no hydrophobic interactions satisfied.
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OFK024. O f the top 20 clusters, approximately twice as many of the runs resulted in the ligand 

being positioned in mode 1(a) or (b), or showed just the N+-E-466' interaction, than were in mode

II.

Four other ligands show a complete preference for orientation I:

OFK006. Only two runs in the top 20 clusters resulted in the nitrogen interacting with S-14. All 

others had the N+-E-466' interaction and many were in conformation 1(b). One single cluster 

contained 15 of the final 100 docked structures with N+-E-466', with the hydrophobic side chain 

positioned towards the Z-site and the tricyclic part stretching towards M-113. Both hydrophobic 

parts of the ligand were not close enough to the amino acid side chains to form optimum 

interactions though. Many conformations were also in mode 1(a).

OFK012. The majority of these resulting structures had the N+ interacting with E-466' or E-467' 

mostly leaving the tricyclic part to interact in the Z-site. Approximately one sixth had the bT 

interacting with E-18, but many other conformations did not seem to form any strong electrostatic 

or hydrophobic interactions and were sited in the centre of the cavity apparently not interacting. It 

may be that the size of the two benzyl substituents sterically prevents the N+ interacting with S- 

14.

OFK028. The top 24 clusters contained 73 of the total 100 docked conformations. A third of 

these were with N +-E-466', the tricyclic group near to the Z-site and the pyrene moiety well up in 

the active site cavity near 1-383. 25% of the conformations all had N+-E-466', with pyrene in the 

Z-site and the tricyclic spanning towards the M-113 region, but not close enough to it to form 

hydrophobic contacts. Other conformations were a combination of these interactions, i.e. :

1. pyrene in the Z-site, N+ near E-466' and the tricyclic near 1-3 83

2. pyrene near 1-383, N*-Glu466', with the tricyclic reaching towards the M-113 site or

3. the tricyclic in the Z-site, N+-E-466' and the pyrene stretching to M -l 13.

Again, no bT-S-14 interaction was seen because the pyrene moiety would cause steric 

crowding.

It is possible that these three ligands (OFK006, OFK012, OFK028), with bulky 

substituents are sterically prevented from forming the bf-S-14 interaction as S-14 is less 

accessible in the active site than E-466' and E-467'.

OFKOJ8. There was no real clustering observed (the top 20 or so clusters only having 1-4

members each), but of these, about half of the clusters (17 final conformations) had the bT

interacting with E-466' or E-467' and the tricyclic near the Z-site. (Only three runs had the
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tricyclic near M-113/Y-110 or W-21). The remaining clusters had ligands not favouring any 

particular region.

OFK010. There was very little clustering for this ligand. A handful of conformations showed the 

N+-E-466'/467' interaction and/or with the tricyclic in the Z-site, some had N+-E-466' and the 

benzyl substituent in the Z-site and some had the 1ST -E-466' interaction only. Only one or two had 

the f'T-S-M interaction and the linking ether oxygen near enough to E-18 to potentially interact. 

This ligand had the highest number of rotatable bonds of the phenothiazine ligands and may be 

too flexible to cluster well.

Other ligands

OFK013. No clustering was seen for this ligand. A few lower energy conformations had N* near 

E-466' and the tricyclic near the Z-site, but most conformations were randomly sited. The side 

chain again may be too big to allow N+ to interact with S-14. It appears that the oxygen atoms in 

the side chain ring influence binding, though it is unclear why that should prevent N+ from binding 

E-466'.

OFK014. The ligand is structurally identical to OFK007, but with an oxygen atom replacing the 

quaternary nitrogen. This resulted in the loss of approximately lOkcalmof1 of binding energy. This 

is consistent with the undetectable inhibition for OFK014 at the 50pM level. From the docking 

runs, one cluster (6 members) had the tricyclic moiety relatively near the Z-site. Nearly all other 

clusters were scattered round the active site, with many away from the protein side chains located 

in the open space of the cavity, and not making any favourable, stabilising contacts. By virtue of 

the absence of a quaternary nitrogen, this ligand serves as a control, tentatively suggesting that it 

is the positive nitrogen alone and not the tricyclic moiety that gives rise to families I and II. This 

docking result also serves to show that a large area of conformational space in the active site was 

sampled by the docking procedure.

OFKOl 7. Many docked conformations for this ligand did not seem to bind preferentially anywhere 

and were situated in the centre of the active site or near the surface of the enzyme. Approximately 

20% of the conformations in the top 20 clusters had the TST-S-14 interaction and 20% had N*-E- 

466' with the tricyclic in the Z-site or N+-E-466' only. The fluorine atoms did not appear to make 

any difference to the electrostatic interactions of the benzyl substituent with enzyme residues.
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Summary

From the phenothiazine docking results, many ligands bind the TR active site equally using 

modes I and II. Some have a distinct preference for mode 1(a). This latter mode is favoured by 

ligands bearing a large side chain which would sterically hinder attempts to bind the less accessible 

S-14, e.g. OFK012, OFK016 and OFK028. Chlorpromazine does not appear to bind any less 

strongly by these calculations than the quaternary compounds with a benzyl substituent, though it 

did form one large cluster, perhaps due to its only having four rotatable bonds.

Table 4 .2  shows the lowest relative energies of the docked structures with the 

corresponding K i/I50 values determined experimentally 390. Referring to Table 4 .7  too, it can be 

surmised that these values do not correlate with each other and structure cannot account for the 

seeming preferences in binding modes. The binding orientations appear isoenergetic and as such, 

ligands should be found with equal probability in each mode.

4.3.2.4. Open ring quaternary compounds

These compounds (Table 4.3) have additional flexibility with three extra torsions per 

molecule compared to the phenothiazines due to the open conformation of the main ring 

structure. Only six ligands of this family were available to be docked. Table 4.8 and Figure 4.10 

show the fraction of ligands in each binding mode.

Ligand
Fraction

in
Mode

1(a)

Average
Energy

(kcalmol'1)

Fraction
in

Mode
1(b)

Average
Energy

(kcalmol'1)

Fraction
in

Mode
1(c)

Average
Energy

(kcalmol'1)

Fraction
in

Mode
II

Average
Energy

(kcalmol'1)

OPN-OO 0.40 -62.87 - - 0.06 -63.46 0.54 -63.18
OFK289b 0.33(NH) -87.94 - - 0.05 (NH) -89.15 0.21 -89.30
OFK007b 0.03 -64.96 - - 0.19 -66.67 0.57 -66.69
OFKOlOb 0.07 -72.66 - - 0.10 -70.97 0.28 -71.05
OFKOllb 0.03 -63.32 - - 0.35 -65.97 0.43 -66.00
OFK012b 0.36(NH) -70.59 0.17(NH) -70.82 0.06 (NH) -71.10 - -

Table 4.8. The fraction of open ring ligands in the top 20 clusters found in each binding mode.

(NH) indicates that it is the amine nitrogen of the central ring that interacts with the 

protein residues and not the quaternary nitrogen.

241



c  ^  
cO ' 

•£3 4)O T3 ed O
£  E

C— X) 
c  ^  .2 ^ 
O *0 cd O
£  £

c  ^
co

•X  4> 
O T3 cd o
£  £

0 .4

0.3

0.2

ON
00

<N

u.

0.2

0 .1 5

0.1

0 .0 5

o0
1
o

X<N
Oi4U,O

Ligand

X
ON
OO

aUhO

Xio
o
u.O

Ligand

ooUU.o

ou
Uh
O

Ligand

c  —*
O  4)vp -oO O
£ E 

u-

Ligand
Figure 4.10. Fraction o f open ring ligands in the top 20 clusters found in each binding 

mode. The ligands in mode 1(a) are ordered in descending order of 
magnitude and the ligands in the other three modes are aligned with these.

242



The previous common interactions of the positive nitrogen with E-4667467' and S-14 

were again observed. However, the introduction of an NH group to the molecule also contributed 

to electrostatic interactions and binding orientation in some cases, but the conformations were still 

of similar energies.

OPN-OO, OFKOlOb and OFKOllb. These three ligands had roughly equal numbers of docked 

states in the previously described binding orientations I and II. For OPN-OO, approximately 20% 

of the total 100 runs finished in orientation I and 25% in orientation II, (the majority with the 

hydrophobic groups near L-17/W-21/M-113). Some of the conformations from both families had 

the NH group forming hydrogen bonds with neighbouring residues, e.g. with the -OH group of Y- 

110, with E-467' and with backbone carbonyl groups. For OFKOlOb, approximately 25% of the 

members of the top 20 clusters had the common N+-E-4667E-467' interaction, but usually with 

the hydrophobic groups lying in the open cavity of the active site. Approximately another 25% 

had the hT-S-M interaction, some with the hydrophobic groups near W-21/M-113. Most of the 

other conformations had the ligand situated in the centre of the cavity or towards the top, away 

from the protein residues and failing to pack against any side chains. For OFK01 lb, a third of the 

conformations showed the N 1"-E-466' interaction and one of the two the hydrophobic groups lay 

near either the Z-site or M-113/L-17AV-21. About a third of the conformations had the usual 

interaction of N+ with S-14 and the benzyl group positioned near M-113/L-17. Others 

conformations only had the hT-S-14 or E-4661 interaction.

OFK007b. Three times as many final docked conformations were found with the N+-S-14 

interaction as with the N+-E-466' interaction. Only one significant cluster was seen (with 7 

members) with IsT-S-M and the hydrophobic sulphide moiety in the Z-site. About the same 

number of conformations in other clusters also had N+-S-14, but with the sulphide near the region 

containing W-21/M-113/Y-110/L-17. In some of these structures, the chlorine substituents on the 

benzyl group can were within interacting distance of either E-18 or E-466'. Some other structures 

had either a double N+ and NH-E-466'/E-467' interaction or just the N+- E-466' interaction. 

OFK289b and OFKOJ2b, A very commonly detected docked conformation for these two ligands 

was with the NH of the central ring interacting with E-466'/467' and the sulphide moiety 

(OFK289b) or the benzhydryl moiety (OFK012b) in the Z-site. This conformation accounted for 

half o f the conformations observed for OFK289b. Many others had N+-S-14, but no hydrophobic 

interaction. Again, over half the top low energy conformations of OFK012b were positioned in 

this way, but the positive nitrogen was not seen to interact with any acid residue or S-14 in any
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top cluster. The benzhydryl group may cause steric hindrance in trying to bind near S-14. 

OFK012 displayed a strong preference for the N+ to bind E-466'/467', but OFK012b does not. 

This may be because OFK012b has more rotatable bonds and is less frozen entropically.

Summary

It appears that for a few compounds the opening of the central ring and the consequent 

prescence of an NH group influences and alters binding orientation in comparison with the 

phenothiazines, but on the whole, similar interactions are seen for both classes of compounds.

Again there was no correlation between the binding energies and the K\ values, e.g. 

OFK007b is an 8-fold better inhibitor than OFK289b based on Kj but did not bind as strongly 

from the docking study. OPN-OO was not found to bind differently with respect to docking energy 

or orientation to the quaternary compounds.

Because of the three extra rotatable bonds, the algorithm may spend a greater proportion 

of time searching torsional space and less time physically moving the molecule by translations for 

this family.

4.3.2.5. Imipramines

The only difference of these ligands from their phenothiazine counterparts is the 

replacement of the central sulphur-bridge of the tricyclic with two carbons. This sulphur atom 

contributed approximately -S.Skcalmol'1 to the total binding energy (^O kcalm of1) in the 

phenothiazine study and it is unsurprising that the same interactions as before were found to be 

favoured here. Table 4.4 shows the results of the docking. Table 4.9 and Figure 4.11 show the 

fraction in each binding mode.

Ligand
Fraction

in
Mode
1(a)

Average
Energy

(kcalmol'1)

Fraction
in

Mode 1(b)

Average
Energy

(kcalmol'1)

Fraction
in

Mode 1(c)

Average
Energy

(kcalmol'1)

Fraction
in

Mode II

Average
Energy

(kcalmol'1)

Chlomip-
ramine

0.47 -67.49 - - 0.18 -65.75 0.23 -65.90

OFK289c 0.31 -62.03 - - 0.06 -61.88 0.25 -60.75
OFK007c 0.29 -65.94 - - 0.29 -63.45 0.25 -66.33
OFKOlOc 0.26 -71.47 - - 0.02 -71.58 0.38 -73.07
OFKO llc 0,17 -62.61 0.02 -62.77 0.12 -64.90 0.47 -65.40
OFK012c 0.43 -73.61 - - - - - -

Table 4.9. The fraction of imipramine ligands in the top 20 clusters found in each binding mode.
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OFKOlOc had equal numbers of docked structures in binding modes I and II, i.e. half with N+-E- 

466' and the tricyclic in the Z-site and half with N+-S-14. In the latter case, the linking ether 

oxygen is close enough to hydrogen bond with E-18 allowing the tricyclic or benzyl substituent to 

point towards M-113 (W-21/L-17) in the majority of cases. For OFKOIO, there was a preference 

to bind in mode I, but mode II was also seen, again with the oxygen close to E-18.

Chlomipramine, OFK007c and OFKOl lc  had distinct and dissimilar binding preferences. 

Chlomipramine. Clustering here was quite significant with 36 of the final 100 docked 

conformations in the top two clusters. In total, 51 of all the conformations in the top 20 clusters 

were located with the 1ST-E-466' interaction and the tricyclic in the Z-site. Approximately one 

third of this number had the N+-S-14 interaction, sometimes with the tricyclic near L-17/M-113. 

OFK007c. Twice as many final docked conformations were found with 1M1"-E-4667467' as with the 

N+-S-14 interaction. Of the former, 50% had N+-E-466' with the tricyclic interacting with L-17/I- 

106/Y-110/M-113, and 50% had N* -E-467' with the tricyclic in the Z-site. Quite a few structures 

also had single electrostatic (N+-E-466l) or hydrophobic interactions. For the phenothiazine 

OFK007 opposite preferences were seen, with three times the number o f structures found with 

the N+-S-14 interaction as with N+-E-466'.

OFKOl lc. Twice as many conformations were found with N+-S-14 and the benzyl side chain near 

L-17/Y-110/M-113 as with N+-E-466'/467' and the tricyclic in the Z-site or near L-17/M-113/1- 

383. Again, others had a single electrostatic or hydrophobic interaction. This is in contrast to 

OFKOl 1 where there was no binding preference.

OFKOl2c. The first 10 clusters contained 44 members between them. 40 of these were with the 

tricyclic in the Z-site. Only 14, however, had N+-E-466'/E-467'. The remainder did not seemed to 

have N+ a little further away from E-466' than normally seen, i.e. > 4.2A away compared to 

-3 .5 A, but the N+ interaction still gave a large negative energy when the energy breakdown into 

the individual atoms was analysed. No N+-S-14 interaction was observed again probably because 

of steric hindrance of the benzhydryl group. OFKOl2 showed a distinct preference for binding 

mode I as well.

OFK289c. The results for this ligand showed that 72 of the total 100 final structures were in the 

first 20 clusters. 30 of these conformations, with varying energies, had the tricyclic in the Z-site, 

and many had the quaternary nitrogen quite close to E-466', but interestingly not so close to it as 

is normally found (approximately 4.2A compared to 3.5A). However, this did not seem to affect
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the nitrogen atom’s interaction energy. Again, if this orientation occurred in vitro, a water 

molecule may bridge the gap. 18 conformations had lST-S-14, but no hydrophobic interactions 

were made by the rings. A handful of others had the lST-E-18 interaction with 5 conformations 

having the tricyclic near I-106/Y-110/M-113. For the phenothiazine counterpart CC289, half the 

ligands were in orientation 1(a) and half in II.

Summary

Although structurally very similar to their phenothiazine counterparts, most o f the imipramines did 

not show the same binding characteristics, with two ligands (OFK007c and OFKOl lc) showing 

opposite binding preference to those seen for the sulphur-containing ligands. This may not be a 

property of the program: the findings may support the view that both binding orientations are of 

equal energy and there is an equal chance the inhibitor will bind to either site. The Kj values were 

not greatly different from those for the phenothiazines. Chlomipramine, with only four rotatable 

bonds, clustered well, but did not appear to bind any more strongly than the quaternary 

compounds.

4.3.2.6. M epacrine

The docking results for mepacrine are shown in Table 4.5. Table 4.10 shows the fraction in 

each binding mode.

Ligand
Fraction 
in Mode 

K a)

Average
Energy

(kcalmol'1)

Fraction 
in Mode 

1(b)

Average
Energy

(kcalmol'1)

Fraction 
in Mode 

1(c)

Average
Energy

(kcalmol'1)

Fraction 
in Mode 

II

Average
Energy

(kcalm ol1)
Mepacrine

(uncharged)
- - - - - - - -

Mepacrine
(charged)

0.33 -65.00 - - 0.10 -65.75 - -

Table 4.10. The fraction of mepacrine conformations in the top 20 clusters found in each binding 

mode.

Charged. The crystal structure of mepacrine bound to TR shows the tricyclic in the region of L- 

17/W-21/Y-110/M-113 and the nitrogen interacting with E-18 via a water molecule. However, 

this was not the favoured conformation observed in the docking studies. O f the top 39 docked 

structures, (20 clusters), almost half were in binding mode 1(a) (the tricyclic near the Z-site and
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N+-E-466'), The other structures were such that only one of these two interactions was satisfied. 

None of these conformations showed any close similarity to the docked conformation of 

mepacrine seen in the crystal structure and only one cluster (with 3 members) had the tricyclic 

part of the molecule near M-113 and Y-110. This location does not have the N* directly 

interacting with E-18, but it is close enough to perhaps interact via water. Two conformations did 

have N+ interacting with E-18 but no additional stabilising hydrophobic interactions. The 

replacement of a benzyl substituent by ethyl groups did not make any difference to the binding 

energies.

Uncharged. Only 20% of the docked conformations had the tricyclic near the Z-site but the 

nitrogen did not display any interactions. Most of the other conformations were sited in the open 

space of the active site and not close to any enzyme residues at all. The lack of a positively 

charged nitrogen has decreased (i.e. made less negative) all binding energies by approximately 

lOkcalmol'1 as was seen for OFK014.
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4.4 CONCLUSION

4.4.1. Present study

These studies suggest that two distinct, but energetically equivalent, binding modes exist 

for the quaternary ammonium compounds studied, distinguished by the positioning of the positive 

nitrogen and the hydrophobic tricyclic root structure.

Mode I. This family has the nitrogen atom (N+) electrostatically interacting with E-466V4671 with 

the tricyclic (or sometimes the benzyl side chain) forming hydrophobic contacts with the Z-site of 

F-396VP-3987L-399' (Figure 4.8(a)).

Mode II structures have the N+ atom interacting with S-14, which sometimes allows one of the 

hydrophobic groups to interact with the hydrophobic region containing residues L-17/W-21/Y- 

110/M-l 13 (Figure 4 . 8 ^ .  Q

There is no difference energetically between these two conformations. It does not appear 

that the substitution pattern on the benzene ring of the N+-side chain influences binding 

orientation or affinity. Indeed, many ligands do not seem to discriminate between the two sites a 

great deal and appear capable of binding both sites under in vitro experimental conditions, which 

are thus likely to be equally populated. However, for ligands OFK007, OFK007b (with a dichloro 

substituent) and OFK015 (with a nitro substituent) the N+-S-14 (mode II) conformation is 

preferred as this potentially allows an electrostatic interaction of the ring substituent with E-18.

Only a few ligands seem to display a strong preference for one of these sites, usually the 

E-466'/467'-Z-site orientation, e.g. OFK006, OFK008, OFK012, OFK018, OFK028. These 

ligands have large side chains and, since the two glutamic acid residues are more accessible than 

S-14, less steric hindrance occurs when the ligand binds in this conformation.

These results confirm predictions that a tricyclic molecule with a quaternary ammonium 

side chain could bind to the Z-site and the residues E-466' and E-467', respectively. An 

unexpected finding was the importance of S-14 in the docking of the inhibitors. This site has not 

previously been cited as a potential anchor for inhibitor design. Although none of the results 

appeared to show ligand binding to the residues important in catalysis, 468’469)471 these inhibitors 

should work competitively by preventing the binding of the natural substrate.

The natural substrate of TR is trypanothione (Figure 4.2(b)) but no X-ray structure of it 

complexed with TR has been solved. However, the structure of TR complexed with one of the 

naturally occurring substrates N^glutathionylspermidine disulphide ([GspdS]2 ) has been
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determined (Figure 4.2(c)) 471. This structure shows that in TR the side chains of W-21 and M- 

113 can provide a hydrophobic pocket positioned to bind the spermidine moiety and the carboxyl 

group of E-18 hydrogen bonds with the amide nitrogen of the spermidine group. Residues F-3961, 

P-398' and L-399'Jrpm hydrophobic interactions with part of the alkyl chains of this substrate and 

E-466' and E-4671 form direct hydrogen bonds. By binding in orientation I, the quaternary 

ammonium ligands therefore disrupt many of these important protein-substrate interactions, thus 

inhibiting the enzyme. When the ligands bind in mode II, they often form a hydrophobic 

interaction with L-17/W-21/M-113, so preventing the spermidine moiety or the substrate from 

binding. The ligand is held in a position to do this by the interaction of the positive nitrogen with 

S-14. The side chain of S-14 is not seen to be important in the binding of [GspdS]2, nor is it 

expected to be for trypanothione. It is potentially capable of forming a water-mediated hydrogen 

bond to [GspdS]2 , but otherwise only its main chain atoms are involved in interactions 468’471.

Virtually none of the docked conformations were similar to that seen of mepacrine bound 

in the enzyme determined by X-ray diffraction 472. This structure showed that the tricyclic was in 

the L-17/W-21/M-113 site, as seen in mode II, but the side-chain nitrogen was interacting with E- 

18. This thesis study provides no evidence to suggest that E-18 is important in quaternary 

inhibitor binding, but the results do agree with the importance of the L-17/W-21/M-113 region.

These findings may be useful for the future design of anti-trypanosomal lead compounds 

against TR. Perhaps a quaternary ligand could be designed which is long enough to span the 

active site from the Z-site to the W-21/M-113 region, maintaining the N+-Glu466'/S-14 

interaction, or even a ligand which incorporates two nitrogen atoms to satisfy both electrostatic 

interactions.

4.4.2. Other docking studies on trypanothione reductase

A predictive algorithm of the binding affinity of various ligands to TR has already been 

used for the ‘virtual screening’ of a data base of 2500 molecular sketches and has detected several 

putative ligands 445. The algorithm converts the two-dimensional molecular sketches into three- 

dimensional ligand staictures, explores the conformational space of the latter, and performs a 

grid-based, rigid-body docking of the resulting family of ligand conformations into the TR site, 

calculating enthalpic and entropic binding indexes and predicting the binding affinity. Ligand 

flexibility was accounted for by docking a relevant family o f rigid conformations of the ligand. In 

this algorithm a desolvation term takes into account the desolvation of the ligand by the site and
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vice versa. This is absent from AUTODOCK. A further term estimates binding entropy, since the 

flexibility of the TR inhibitors means that the binding entropic contributions are expected to be 

important. By comparison with experimentally obtained binding constants, this algorithm was 

successful in predicting the correct order of magnitude of the inhibition constants of a wide 

variety of compounds.

Mepacrine was also used in that study and one of its two predicted binding modes 

resembled that observed in the X-ray structure of it complexed with TR. This placed the aromatic 

moiety in the hydrophobic pocket defined by W-21, M-l 13 and Y-l 10, but with the amino group 

interacting with E-466' and E-467' and not with E-18. The second binding mode involved an 

alternative hydrophobic area defined by F-3961, Thr-463', P-462', V-58, V-53, L-399', 1-338 and 

1-106. This involves additional hydrophobic residues to add to those in the hydrophobic sites of 

M-113/W-21 and the Z-site and these residues also appear to be important in [GspdS] 2  binding

471. The nitrogen atom does appear to interact with E-18 in the second binding mode.

4.4.3. Conclusions of the AUTODOCK study

The program AUTODOCK appeared to operate efficiently, was accurate and selective in 

terms of energy evaluation (discriminating between a well-docked and poorly-docked structure) 

and sampled conformational space well (as seen for OFK014). It successfully gave consistent 

results within a family of ligands in terms of binding orientation and energy. However, 

AUTODOCK was unable to discriminate between ligands having subtle changes in the substitution 

pattern o f the benzyl side chain and showed no difference in binding energy between them. These 

ligands show significant differences in their experimental Kj values, but these could not be 

correlated with the docking energies. This may not be due to the nature of the docking problem 

and the large size of the active site (approximately 2 2 k  x 20A x 28 A), where such small structural 

alterations are relatively insignificant in the context of overall binding.

The results for ligand OFK014 (with an oxygen atom replacing the positive nitrogen) 

showed no particular binding location preference and no docked conformational family. Thus, the 

nitrogen is probably most important in determining orientation, not the hydrophobic groups. 

Support for this assumption comes from analysis of the contribution of the energy of each atom to 

the intra- and inter-molecular docking energy of the complex. The greatest contribution comes, 

not surprisingly, from the electrostatic interaction of the positive nitrogen with surrounding 

groups and this can provide between 4 and 20 times more electrostatic interaction energy than

251



other atoms in the ligand. An interaction between this N+ and a polar group thus drives the 

docking process and dominates the movement and final location of the ligand in the active site. 

Hydrophobic (van der Waals5) interactions do not contribute much by comparison. If one wanted 

to study the docking of these ligands using only their hydrophobicity as the determinant of the 

docked location, the electrostatic energy term (or the atomic charges) would have to be switched 

off. It has already been suggested that simple charge characteristics, rather than differences in 

hydrophobicity, may account for a significant portion of the selectivity of a series of 

chlorpromazine analogues for TR over GR 483. An algorithm designed to deal with hydrophobic 

docking is described later.

4.4.4. Previous applications of AUTODOCK

AUTODOCK has successfully been applied to the docking of many ligands prior to this 

study, but in cases involving active sites containing fewer hydrophobic and more directional 

bonding interactions, e.g. in the docking of isomaltose analogues 452, monosaccharide substrates 

and methyl a-acarviosinide 450 and glucosyl disaccharides 451 in the glucoamylase active site. This 

produced bound complexes comparable to those obtained by protein crystallography. Although 

grid size and number and spacing of grid points were very similar to those used in this study, the 

active site in glucoamylase is a few angstroms smaller in each direction than TR (approximately 

20A x 20A x 25A), more enclosed and contains a lot of hydrogen-bonding residues. The 

saccharide ligands themselves have many hydrogen-bond-donating and -accepting hydroxyl 

groups and oxygen atoms. Such ligands are involved in more directional binding interactions and 

the disaccharides especially, with flexibility around the glycosidic bond, can change conformation 

to satisfy as many hydrogen bonds as possible.

AUTODOCK has also been used to explore the binding of citrate to aconitase 453, the active 

site of which is totally enclosed allowing the enzyme to contact the substrate from all sides. It has 

also been used in docking benzamidine to p-trypsin, camphor to cytochrome P-450, 

phosphocholine to Fab McPC-603, biotin to streptavidin, sialic acid in haemagglutinin and the 

cyclic urea protease inhibitor XK-263 in HIV-1 protease 454 The grid size used in each case here, 

was 22.875A x 22.875A x 22.875A, compared to the TR situation of 29.625A x 29.625A x 

30.375A. The active sites were well-defined (knowing where the ligand bound) and in all cases 

except sialic acid/haemagglutinin, the best solution was energetically well-separated from the less- 

favourable conformations. Benzamidine is a small, rigid molecule and binds tightly in the
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specificity pocket of trypsin. The binding of phosphocholine (4 rotatable bonds) to Fab McPC- 

603 was predominantly electrostatic and the streptavidin-biotin complex is one of the most tightly 

binding complexes known because of multiple hydrogen bonds and Van der Waals9 interactions. 

Biotin was docked with 5 rotatable bonds. The sialic acid-haemagglutinin interaction was also 

dominated by hydrogen bonding with sialic acid possessing 8 hydrogen bonding groups and 10 

rotatable bonds. HIV-1 protease opens up in vivo, allowing substrates and inhibitors to insert into 

the active site and then closes, completely enclosing the molecule i.e., once docked, the ligand is 

held tightly in a confined space. AUTODOCK has also been used to dock substitued 2,4- 

dinitrophenol and other haptens to the multispecific antibody IgE (La2) 455 and reproduce X-ray 

structure complexes.

Thus, all these studies have polar/charged/hydrogen-bonding groups in the ligand and 

protein giving some directionality to the ligand-receptor interactions and thus ‘guide9 orientation 

of the ligand. A ligand containing only hydrophobic groups relies solely on non-directional Van 

der Waals9 interactions to orientate it. This can pose problems when trying to dock hydrophobic 

ligands into active sites. This fact, together with the large size of the receptor site, and hence the 

large conformational space to search, may also contribute to the lack of clustering seen in the 

study of TR. The AUTODOCK studies mentioned above often found RMS deviations of less than 

1A from the crystallographic conformation are obtained for the lowest-energy dockings, although 

fewer dockings find the crystallographic conformation when there are more degrees of freedom. 

The latter observation agrees with the present study, with more degrees of freedom, i.e. more 

rotatable bonds in the ligand increasing the time for each docking run.

The active site of TR is very large, open, easily accessible from the outside solvent and 

predominantly hydrophobic. Most of the hydrophobic ligands studied have few atoms capable of 

hydrogen bonding or electrostatic interactions, but all of them possess one positively charged 

nitrogen to provide electrostatic interactions and help to vectorise the ligand. The ligands also 

have 6 to 12 rotatable bonds adding to the complexity of the docking problem. It may be that 

AUTODOCK may be more suited to situations of smaller enclosed active sites with more hydrogen 

bonding and electrostatic interacting capabilities than predominantly hydrophobic sites.

New search methods have been introduced and tested in AUTODOCK using a new, 

empirical binding free energy function for calculating ligand-receptor binding affmites 438. Three 

search methods have been tested (simulated annealing, traditional genetic algorithm and a 

Lamarckian genetic algorithm). Traditional and Lamarckian GAs were found to handle ligands
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with more degrees o f freedom than the simulated annealing method used in AUTODOCK with the 

LGA being the most efficient, reliable and successful. The introduction of the LGA search method 

extends the power and applicability of AUTODOCK to docking problems with more degrees of 

freedom than could be handled by previous versions.

4.4.5. Hydrophobic docking

An enhancement to molecular recognition techniques has been proposed 424 based on the 

assumption that in the case of macromolecules, the surface density of hydrophobic atoms should 

generally be higher at the binding site than elsewhere on the surface. This is supported by the 

results of a systematic survey of known complexes 484 indicating that on average, a substantial 

complementarity between hydrophobic groups is manifested at the area of contact, and the 

hydrophobicity of the interface is higher than elsewhere on the surface. This method exploits the 

hydrophobicity of surface groups on the molecules to be matched and separates atomic groups 

into hydrophobic and non-hydrophobic. Geometric complementarity is looked for between 

molecules whose surfaces are represented by the hydrophobic atom groups only. This approach 

partially relieves difficulties of other molecular recognition methods, viz.,

1. Problems of false solutions. In view of the high occurrence of hydrophobic groups at contact 

sites, their contribution results in more intermolecular atom-atom contacts per unit area for 

correct matches than for false positive fits. The elimination of non-hydrophobic patches in the 

representation of the molecular surface, while decreasing the quality of the match, should 

affect the false positive fits more than the correct match.

2. Problems of conformational change. Assuming that non-hydrophobic groups at the surface 

are, in general, more exposed to the aqueous solvent, one may consider them as more flexible. 

Therefore, they are potentially subject to small conformational changes upon their interaction 

with another molecule. By taking into account only the more rigid hydrophobic groups, 

leaving some room at the surface would contribute to a better tolerance for local 

conformational changes involving more the hydrophilic groups.

3. Problems of the number of atoms. The number of atoms is reduced by eliminating non­

hydrophobic groups. Therefore, the number of operations performed by a recognition 

procedure should be reduced accordingly.

Similar ‘hydrophobic/non-hydrophobic’ representations of molecules by either atoms or 

residues have been used and applied to the problem of peptide-receptor interaction 485 or to
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protein folding 486, respectively.

This method was tested on four protein complexes from the Brookhaven Data Bank 134 

using ‘full’ and ‘hydrophobic’ representations of the molecules 424. It was found that the 

procedure worked more efficiently with the hydrophobic representation and even though the 

hydrophobic docking results were obtained with the molecules represented by only one third of 

their surface heavy atoms, this yielded improved results compared to the previously established 

geometric docking approach.

The results strongly suggest that surface hydrophobic groups substantially contribute to 

geometric surface molecular recognition and illustrates the basic difference between inter- 

molecular energy calculations and recognition techniques. In energy calculations, especially in the 

case of strong electrostatic interactions, the necessity of taking into account the contribution of 

charged groups is obvious. However, in recognition procedures a more faithful representation of 

molecules may be detrimental in predicting the correct match by increasing the relative score of 

false positive matches. This approach may be considered as a potential improvement for many 

molecular recognition procedures.

4.4.6. Limitations of docking programs

A limitation of AUTODOCK, and indeed many docking programs, is that protein motion is 

not modelled and successfully predicting large-scale protein conformational changes upon binding 

is difficult. The AUTODOCK method works well when there is little change between the apo and 

ligand-bound forms of the protein, even if the protein undergoes significant conformational 

changes during the actual binding. The active site of TR is fairly rigid and there were no major 

alterations in side-chain conformations seen when comparing native TR and enzyme complexed 

with [GspdS] 2  471. The active site is also constructed from a scaffold of secondary structure, 

mostly a-helices, which help to promote rigidity.

Another major problem with current ligand docking programs is the inability to model the 

locations of specific solvent molecules and their motion and involvement in docking. In vitro and 

in vivo electrostatic interactions may form between N+ and polar amino acids via water molecules 

as seen for the mepacrine amino atom and E-18 in the mepacrine-TR complex 472 This could 

never have been reliably predicted using current docking programs.
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5. SUMMARY OF THESIS

This thesis has provided three examples of ways in which computational and molecular 

modelling techniques can be applied to rational molecular design and 3-D structure determination 

studies: the NMR and molecular modelling of a nucleic acid complex, the comparative modelling 

of a protein and the use of an enzyme crystal structure with a docking algorithm to analyse 

binding modes of ligands.

The structure of a binary oligonucleotide system bearing alkylimidazole constructs was 

determined here by NMR spectroscopy and refined using restrained molecular dynamics. The 

complex was designed to mimic the catalytic mechanism of ribonuclease A, but the inefficiency of 

the cleavage that was observed by the designers (Vlassov’s group) can now be attributed to the 

flexibility of the alkylimidazole groups which do not form any stable interaction with the target 

nucleic acid. These findings can thus be used to design an improved cleaving system in the future.

A molecular model of HIF-1 was constructed in this thesis and was found to compare well 

with other, structurally similar proteins whose X-ray structures have been determined. It has been 

used, along with a model of the HLH protein Id3, in the design of peptide ligands, some of which 

were found to show significant selective binding to Id3. Mutations were suggested to provide a 

basis for FRET studies based on the comparative model.

The docking program AUTODOCK has been used in this thesis to dock three families of 

ligands to the enzyme TR. The program reliably reproduced two orientations of binding (one 

being as predicted) but did not appear to distinguish well between the hydrophobic groups of the 

ligands. It seems that the program is more suited to smaller active sites with more electrostatic or 

hydrogen bonding interactions to guide the placement of the ligand. A different algorithm with 

more emphasis on hydrophobic interactions would be more suited to this situation. This aspect of 

the study indicated that the special features of the large, hydrophobic TR active site are such that 

unless such a specialist hydrophobic docking algorithm becomes available which also deals with a 

flexible ligand, manual/interactive design methods for novel ligand invention or for ligand 

improvement continue to be the best approach for TR.

The above examples all illustrate the increasing importance of computer-aided molecular 

design in helping to determine the 3-D structure of a molecular system or drug target, aiding 

inhibitor design and helping to suggest improvements to existing lead compounds for therapeutic 

purposes.
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