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studies continued towards the degree of Ph.D. with financial support 

from the Department for Education for Northern Ireland, and following 

this was awarded a Y.K.K. Japan Scholarship to pursue further 

research at the Department of Electrical Engineering, Kyushu 

University, Japan. He returned to Manchester University at the end 

of 1984 and has recently been appointed to a Royal Society University 
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A Wote on Unit« of Magnetism

Throughout this work the c.g.s. units of magnetism are employed. 

This, it is felt, is in keeping with the vast majority of 

internationally-published papers in the field of magnetic bubble 

devices and physics. A list of commonly-used symbols is included in 

Appendix 1.1 and, for those who prefer the S.I. nomenclature, 

standard conversion formulae can be found in Appendix 1.2.



ABSTRACT

Novel concepts In magnetic bubble and related technology have 

been Investigated firstly from a practical point of view by 

fabrication of current-accessed dual-conductor devices and, secondly, 

by a theoretical study of domain and domain wall dynamics discussed 

in the context of a recently-proposed micromagnetlc storage method, 

vertical Bloch line (VBL) memory.

The fabrication of perforated-sheet current-access test devices 

has involved aluminium - 4% copper sputter deposition, electron beam 

lithography and dry-etching processes. All geometries for 

fabrication have been defined using a high-level pattern 

specification language implemented on the University's CYBER 

interactive computer rather than photographic methods. Reactive Ion 

Beam Etching, Reactive Ion Etching, and plasma dry-etching techniques 

have been evaulated for delineating sub-micron features in the 

sputtered Al/4\ Cu. Test structures of limited quality have been 

produced together with drive and nucleation circuitry for testing the 

devices in the DC to 10 NHz range.

Vertical Bloch line memory, in which binary information is coded 

as a reversal of the domain wall magnetisation rather than by the 

presence of the domain itself, has been examined in detail. Chip 

architectures, drive fields and bit-position potential wells have 

been investigated together with extensive numerical studies of domain 

wall and Bloch line dynamics. A comparison of VBL-VBL attraction to 

potential well restoring and drive field gyrotropic forces shows that 

the originally-anticipated density of 2.0 Gbit/cm2 will be reduced by



up to a factor of 4. In addition the numerical solution of the

equations of motion for a domain wall has been extended for the first

time to the three-dimensional case and solved for a translating

magnetic bubble. Velocities which include those leading to the

punch-through of Bloch curves are simulated, an area of direct 

Interest for the write process in VBL memory.
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CHAPTER I

WTRODOCTIOH

In the past decade magnetic bubble technology has advanced from 

initially 92 Kbit devices to the 4 Mbit devices of today. In the 

continual pursuit of higher performance and density, numerous 

ingenious schemes of storage and access have been proposed. This 

thesis presents a study of two such proposals, the perforated-sheet 

current-access method of propagation which offers potentially an 

enormous increase in speed of operation and the vertical Bloch line 

concept of mass memory which promises to be the most dense means of 

data storage yet considered. This chapter provides a background to 

magnetic bubble technology and methods of current access propagation. 

A review of domain and domain wall structures is included from which 

the VBL concept and methods of VBL study by computer modelling may be 

considered in subsequent chapters. Finally, in summary, the 

objectives and organisation of the thesis are described.

1.1 Magnetic Bobble Heworv

Magnetic bubbles are cylindrical domains in a thin magnetic film 

(conventionly epitaxially-grown rare earth garnets) with an easy axis 

of magnetisation perpendicular to the film plane. These domains are 

free to move within the film under the influence of externally 

applied magnetic fields and can represent binary coded data by, in
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general, their presence of absence at predetermining storage 

locations. The technology is now well established, a unique 

combination of properties (solid state, high density, non-volatile, 

maintenance-free, low power, radiation hard) making it not just an 

ideal but in many cases the only choice of storage for certain 

systems in current use. Magnetic bubbles were first suggested as a 

computer memory device by Bobeck [1] in the late 1960's although it 

was not until 1977 that there was a commercial product in the form of 

a 92 Kbit device from Texas Instruments. After a rather uncertain 

period in the late 1970's, and early 1980's, when such leading 

manufactures as Texas Instruments, Rockwell International, National 

Semiconductor and Plessey Limited stopped production of devices, the 

magnetic bubble industry has staked out an increasing share of the 

memory market particularly in portable and airborne equipment. 

Development and production of bubble memory is now largely dominated 

by Intel and Motorola in the U.S.A. with strong Japanese competition 

from Hitachi and Fujitsu. Even though the enormous potential market 

anticipated in the mid 1970's ($1 billion by 1985) has not been 

realised, perhaps because bubbles failed to capture the magnetic disc 

market, the sales are steadily increasing (see Figure 1.1.1) as new 

uses of bubbles are conceived. In addition, as the major suppliers 

recoupe their initial investment the cost per bit is decreasing 

rapidly. This is especially true of the subsystem cost or kit form, 

as shown in Figure 1.1.2, where higher density single chips and large 

scale integration of the peripheral support circuitry are making 

bubble memory more competitive and further widening its potential 

market.

As well as these commercial manufacturers of bubble devices there



Fig.1.1.1 Bales of bubble memory subsystems 
(Electronics, Jan.12, 19B4.)
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are a few smaller concerns producing limited quantities of 

specialised devices for in-house or military use. In Japan N.E.C. 

fabricate small numbers of a novel 1 Mbit device which incorporates 

an on-chip cache memory organisation with an average apparent access 

tine of 2n8 and are in the design stages for a 4 Mbit memory [2]. 

SAGEM of France, who had a second source agreement with National 

Semiconductor before the latter company retired from the bubble 

device market, are still supplying military and aerospace 

applications and have recently started commercially second-sourcing 

Motorola's 1 Mbit memory. They are also working in conjunction with 

the French government research laboratories, L.E.T.I., on a 4 Mbit 

device [3]. Sperry Corporation of the U.S.A. have a small research 

effort working towards a very high speed (20MHz) high density (8 

Mbit) memory which was initially Intended for space applications [4]. 

The Computer Control Institute of the U.S.S.R. was known to be 

producing 256K bit devices in 1981 [5] presumably for military use 

although few details on specification or production levels are 

available. Supplementing this industrial research are large numbers 

of academic research teams mainly, as one would expect, in 

Universities of the U.S.A. and Japan, and also in Germany, France and 

China as well as here in the U.K.

The largest capacity single chip devices now available (in sample 

quantities at the time of writing) are 4 Mbit memories from Hitachi, 

Fujitsu and Intel. Typical specifications (Fujitsu FBM64DX, 4 Mbit, 

100 kHz bubble memory) are 12.5ms average time to access and an 

operating power dissipation of 0.26uW per bit. Research on the 16 

Mbit device appears to be in an advanced stage of development [6] and 

sample quantities are expected to become available in 1987. Perhaps
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one of the Host potentially useful recent advances In bubble 

technology is the novel package of Hitachi [7]. With careful drive 

coll and field homogenlzer design, a 70* reduction in packaged volume 

(4 Mbit device) has been achieved with a similar reduction in weight. 

The package is Intended for automated assembly which should ease 

existing constraints on manufacture. Cost is estimated at being at 

least comparable and probably less than that of a conventional device.

All commercial devices at this time are of the 

rotating-field-accessed type. Propagation is brought about by the 

sequential magnetisation of parts of a repetitive thin-film soft 

magnetic alloy (permalloy) pattern under the action of an 

externally-applied rotating in-plane field (typically at a rotational 

frequency of 100-250 kHz). Input of data is by nucleation of a new 

bubble, either by a current pulse in a conductor 'hairpin' which 

locally reverses the material magnetisation or by a stretch and cut 

action on a seed bubble, again by a current pulse in a conductor. 

The most common method of detection is by the magnetoresistive effect 

in a magnetic conductor which causes a change in its electrical 

resistance when the conductor experiences the external field of a 

magnetic bubble in its vicinity. Since the net resistance change 

increases with affected conductor length, bubbles are stretched for 

stronger signals. The rotating in-plane field will also cause a 

magnetoresistive change and so dummy detectors are included in a 

bridge configuration for common-mode rejection. Bubble detection is 

therefore costly in chip area accounting for about 5* of available 

space. Memory architecture is typically a block-replicate

major-minor loop configuration. Data is sequentially input into a

major track and transferred in parallel to a series of minor loops,
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these constituting the nain storage area. Several spare minor loops 

are included to provide for redundancy so that the design will be 

tolerant of defects which night make some of the minor loops 

inoperative. For non-destructive read, data is replicated, again in 

parallel, to another major track and sequentially detected. 

Operation of such a major-minor architecture may be considered 

somewhat analogous to track and sector organisation of a rotating 

disc medium.

The most likely successor to permalloy overlay as a propagation 

pattern is ion-implantation [8]. Here the repetitive propagation 

pattern is achieved by changing the charcterlstics of the top surface 

of the magnetic medium which supports the bubbles, using typically 

H2+ or He+ ion bombardment, leaving the exposed areas with in-plane 

easy axis of magnetisation. Application of a rotating ln-plane field 

sequentially magnetises parts of the pattern thereby propagating a 

bubble domain. The main advantage of ion-implantation is the closer 

coupling between bubble and propagation pattern and relaxation of 

the minimum feature size for fabrication (see Figure 1.1.3) which 

is rapidly becoming a limiting factor on maximum device 

densities.

Conventional field-accessed devices are limited in speed of 

operation to around 250 kHz because of the difficulty of driving the 

inductance of the drive coils. An alternative proposal for 

propagation using the current-accessed perforated sheet scheme of 

Bobeck et al [9] removes this restriction and has been shown to 

operate at frequencies in excess of 10 NHz. The limiting feature of 

this technology is power dissipation which may be excessive at high 

densities. This scheme is, however, well suited to advanced
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architectural designs and will be considered in the succeeding 

sections.

Large increases in device density beyond 16 Mbits are unlikely 

using conventional technology due to the small (0.5um) bubble 

diameter and sub-micron minimum feature size for fabrication. A 

recent proposal by Konlshl [10] has suggested a memory scheme which 

uses the presence or absence of a vertical Bloch line (VBL) pair in 

the wall of a magnetic stripe domain to denote binary Information as 

illustrated in Figure 1.1.4. VBL memory shares certain common

features, materials, and fabrication processes with conventional 

bubble devices and is therefore, in principle, an extension of this 

technology. Because the wall structure is intrinsically of a finer 

scale than the volume of a domain, substantial increases in storage 

density (X20) are likely. The development of this novel technology 

is as yet in the initial stages and even on the most optimistic 

projections is unlikely to reach a commercial status before the end 

of the decade. Detailed examination of this concept and projections 

of performance are considered in Chapter 3.

1.2 Current-Access Magnetic Bubble Memory

The very earliest experiments to control bubble motion used 

currents in conductors [1]. Copeland et al [11] later employed a 

meandering conductor with etched stable bubble positions. The first 

perforated sheet design was proposed by Walsh and Charap [12] 

although this was not taken up seriously until reintroduced by Bobeck 

et al [9]. Bubble lattice memory [13], which uses two different 

bubble types to code data, also used conductors to move bubbles and
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although this has been largely abandoned, recent work by Nelson et al

[14] describes a novel approach which appears encouraging for the 

technology. Advantages of hybrid structures such as field-access 

alnor loop and current-access aajor loop have been demonstrated by 

Dekker et al [15] and Takahashi and Ural [16]. Reduction in access 

tise, error rates and power dissipation are possible using such a 

scheme.

Nowadays due to lower power requirements and relaxation of 

fabrication process, the meandering conductor has been replaced by 

apertured- conductor methods as the most promising propagation 

pattern. A rectangular slot in a conductor sheet as shown in Figure

1.2.1 will distort an otherwise uniform current creating opposite 

magnetic poles orthogonal to the current flow. These poles will 

result in one stable and one unstable bubble position similar to a 

permalloy bar in a magnetic field. Using multilayer conductors with 

offset apertures and appropriate relative phasing of the currents a 

travelling potential well can be formed thereby propagating a bubble. 

Alternatively a single layer approach with a circulating current can 

produce a travelling potential well in chevron-shaped apertures [9]. 

Of the multitude of propagation schemes and aperture profiles 

possible, the dual-conductor rectangular-aperture approach is the 

most widely studied [17 - 18] and is to be discussed in this work.

There are two classifications of apertured sheet bubble 

propagators, those that propagate parallel and those that propagate 

perpendicular to the current flow. Generally a major line runs 

orthogonal to the minor loops, therefore both types are necessary. 

These are illustrated in Figure 1.2.2 together with the required 

current sequences. Propagation parallel to the current flow is
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Fig.1.2.1 Currant 'flow around an apertura creating a 
magnetic dipole.
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Propagation parallal (top) and perpendicular 
(bottom) to the current flow. The shaded 
regions correspond to apertures in the second 
conductor level through which 12,14 flows.
The apertures are slightly offset for clarity.
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improved If the apertures have a large aspect ratio and are slightly 

staggered as shorn. This however results in a unidirectional 

propagation pattern.

Propagation perpendicular to the current flow is bidirectional. 

The optimum aperture shape in this case for a period X is described 

by Bobeck et al [9] as 0.3X by 0.5X. It should also be apparent that 

the maximum tolerable layer to layer misalignment of apertures is 

0.25X. Circuit period X is nominally four tines the bubble dlaaeter 

to reduce bubble-bubble Interactions. This gives a minimum feature 

size for fabrication as being of the order of bubble diameter which 

is a considerable laproveaent over peraalloy or ion implanted 

schemes.

The aaln attraction of current access propagation is the 

comparatively fast speed of operation. Field-accessed devices are 

Halted to around 250 kHz by the inductance of the orthogonal coil 

set and need high volt-ampere drivers. In contrast current-accessed 

circuits can operate froa low voltage (5V) supplies and have 

demonstrated speeds in excess of 10 MHz [19]. It has been shown 

however, that even with comparatively low drive current densities 

(~ laA/um) power dissipation at high device densities aay be 

excessive [20 - 21]. Various methods of reducing power consumption 

have been described such as partitioning the chip area and using 

separable drivers although this would increase the silicon overheads 

for control. Bubble manufacturers are understandably conservative 

after a rather shak^ period in the late 1970's and early 1980's and 

for the most part designs which Increase device complexity have not 

been welcomed. Research in the Sperry Corporation has, however, 

adopted a novel approach to power consumption [22]. A
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self-structured design using two bubble states to code data permits a 

closely-packed propagation track (X * 2 to 2.5 times bubble 

dlaaeter). For a given density this scheme can therefore use a 

material with a lower saturation magnetisation thereby reducing power 

requirements. (< 2 Watts for an 8 x 1 Mbit, 12 MHz device). The 

closely-packed stream of bubbles has the additional effect of pushing 

bubbles through otherwise unpassable defects in either the 

fabrication pattern or the garnet crystal. While this would 

obviously increase fabrication yield it also suggests that on-chip 

redundancy could be eliminated, and, as the redundancy control 

electronics represents a significant (» 60*) proportion of the 

control circuitry, greatly simplify device design and usage. It 

would appear therefore to have several advantages over previous 

designs and it will be interesting to see if it will eventually 

become a marketable product within the next few years as anticipated 

[23].

Introduction of perforated sheet technology has also brought a 

revival of magnetic bubble logic. From the earliest days of the 

technology, it has been realised that the mutual repulsion between 

bubbles could be used to switch bubbles between tracks and several 

magnetic logic circuits using permalloy overlays were developed 

[24 - 25]. With the current-access approach the complex non-linear 

interactions between the bubble and magnetic overlay are removed 

allowing greater control. In addition a more precise mathematical 

treatment is possible which is advantageous for both propagation [26] 

and logic design [27]. Wu et al [28] have recently fabricated eleven 

logic elements including XOR/AND, AND/OR, COMPARATOR, LATCH etc., 

using dual-layer perforated sheet technology. Two practical
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applicatlons have been implemented in experimental devices, a bubble 

string-pattern matcher [29] and a content-addressable memory [30]. 

There is a high degree of parallelism Inherent in such devices 

providing a 2-3 order of magnitude increase in speed as compared to 

disk systems, an advantage which increases with data base size. 

These workers feel that without this approach to memory management 

such ultra-high density devices as VBL memory will not be practical 

due to I/O bottlenecks [31]. The reluctance to increase device 

complexity expressed by most bubble memory manufacturers [31 - 35] 

has so far resulted in no commercial applications. Notable 

exceptions are N.E.C., Japan, [36] who have produced small quantities 

of a cache bubble memory and Sperry Corporation, U.S.A. [23] who 

anticipate using the saving on silicon overheads mentioned above to 

enhance memory operation.

A further use of current-accessed propagation is in the proposed 

major-minor loop organisation of VBL memory (see Chapter 3). Data is 

coded by reversals of domain wall structure called Vertical Bloch 

Lines and a rotating in-plane field would adversely disturb them. It 

is essential to the successful operation of such a memory that the 

major track, which propagates bubbles, be current access. Work on 

such a device is still in the elementary stages and though 

dual-conductor perforated-sheet technology may be adequate, 

meandering conductors could possibly offer an advantage as will be 

dicussed in Chapter 3.
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1.3 Magnetic Bubble Domains and Domain Wall Structures

1.3.1 Magnetic bubble domains

Magnetic bubbles [37] are cylindrical domains in a thin film of 

magnetic material, such as rare earth doped garnet, where the 

preferred magnetic axis is normal to the film plane, the misnomer 

'bubbles' coming from their circular appearance when viewed under a 

microscope using polarised light and the Faraday effect. It was by 

such optical techniques operated stroboscopically [38] that much of 

the early device research was undertaken. Structures Internal to the 

domain wall such as Bloch lines are difficult to observe, therefore 

it is anticipated that mathematical modelling will play a much more 

significant role in early research in vertical Bloch line memory. In 

order to familiarise the reader with the basic concepts and 

terminology of the dynamics of domains and twisted domain wall 

structures a brief review is included at this stage. For more 

detailed information the text of Malozemoff and Slonczewski [39] is 

strongly recommended.

Bubble materials are characterised by a thickness, h (cm); 

spontaneous magnetisation, M (gauss); exchange constant, A (erg/cm); 

uniaxial anisotropy constant, K (erg/cm1); damping parameter, « 

(dimensionless); and gyromagnetic constant, y (0e“‘ s-1). In 

addition there are general relationships which a material suitable to 

support magnetic bubbles must satisfy. Firstly the quality factor Q 

(“ K/2vM*) should be greater than one, the significance of which is 

that the domain magnetisation lies perpendicular to the film plane. 

Secondly the material coercivity should be very low (Hc/4vM < 0.05).
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This is essential for bubble devices Nhere domains must travel freely 

Mithin the magnetic medium at low field gradients. Also if coercive 

loss for example, due to 'pinning', is dominant, domain wall motion 

tends to be irregular and unpredictable. In the following 

theoretical framework the coercive field is often assumed to be zero. 

Finally, the material thickness is comparable to the zero field 

domain width. Here another parameter, the characteristic material 

length, 1 (» (AK)V*M*), is introduced where 81 is approximately the 

zero field domain width.

In the absence of external fields, such a magnetic film will be 

composed of serpentine (stripe) domains, half with their 

magnetisation directed parallel and the other half anti-parallel to 

the film normal which is the 'easy* axis of the material (see Figure 

1.3.1a). When a static mangetic field is applied normal to the film 

plane the region with magnetisation in the direction of applied field 

will grow at the expense of the other until beyond a critical value 

the constricted domains will run-in to form cylindrical domains or 

magnetic bubbles (Figure 1.3.1b-c). A further increase in applied 

field will decrease the bubble diameter until it collapses leaving 

the material saturated in one direction. Decreasing the applied 

field will spontaneously restore the stripe domains and the process 

can repeat. In general the static dimensions of any domain 

configuration can be obtained by a minimisation of energy terms or a 

balance of forces. Ignoring for the present internal domain wall 

structures, the relevant energy terms are domain wall energy, applied 

field energy and magnetostatic energy.

Domain wall energy arises from the transition between regions of

one direction of magnetisation to another (which we shall henceforth
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This Is essential for bubble devices where domains nust travel freely 

within the magnetic medium at low field gradients. Also if coercive 

loss for example, due to 'pinning', is dominant, domain wall motion 

tends to be irregular and unpredictable. In the following 

theoretical framework the coercive field is often assumed to be zero. 

Finally, the material thickness is comparable to the zero field 

domain width. Here another parameter, the characteristic material 

length, 1 (« (AK)VirM2), is introduced where 81 is approximately the 

zero field domain width.

In the absence of external fields, such a magnetic film will be 

composed of serpentine (stripe) domains, half with their 

magnetisation directed parallel and the other half anti-parallel to 

the film normal which is the 'easy' axis of the material (see Figure 

1.3.1a). When a static mangetic field is applied normal to the film 

plane the region with magnetisation in the direction of applied field 

will grow at the expense of the other until beyond a critical value 

the constricted domains will run-in to form cylindrical domains or 

magnetic bubbles (Figure 1.3.1b-c). A further increase in applied 

field will decrease the bubble diameter until it collapses leaving 

the material saturated in one direction. Decreasing the applied 

field will spontaneously restore the stripe domains and the process 

can repeat. In general the static dimensions of any domain 

configuration can be obtained by a minimisation of energy terms or a 

balance of forces. Ignoring for the present Internal domain wall 

structures, the relevant energy terms are domain wall energy, applied 

field energy and magnetostatic energy.

Domain wall energy arises from the transition between regions of

one direction of magnetisation to another (which we shall henceforth



Applied field direction

Fig.1.3.1 Domain structures in magnetic garnet materials
at a) zero« b) medium, and c) high external 
field applied normal to the film surface. With 
further increases in the field the bubble 
domains seen in (c) collapse and the whole 
film is saturated in the field direction.



-20-

refer to as +Z and -Z directions) resulting In a wall region with 

Magnetisation directed away fron the easy axis. This energy is 

proportional to the wall area and is characterised by a wall energy 

density o0 = 4(AK)M erg/cn2. This energy will exert a force per 

unit area for the case of a bubble, radius r, of o0/r tending to 

reduce the wall area i.e., collapse the bubble.

Applied field energy is proportional to the donaln volume and 

therefore in the case of a bubble domain (Magnetised antiparallel to 

the applied 'bias' field) it acts to compress the bubble. Consider a 

doaain wall which Moves fix under the influence of an applied field H. 

As the domain wall Moves, magnetisation reverses, i.e., changes by 

2N, and the domain volume increases by Ax times the wall area. The 

energy per unit area increases, therefore, by 2MH Ox which may be 

considered as a force per unit area of simply 2NH.

Magnetostatic energy arises from the interaction between the 

magnetisation within the domain and the internal fields produced by 

the domain itself (self-demagnetisation) and surrounding material. It 

depends in a non-linear manner on the domain size and shape. It acts 

in opposition to the other forces considered, to expand the domain so 

as to achieve a demagnetised state in zero external applied field 

with 50* of the material magnetised in +Z and 50* in -Z. This often 

proves to be the most difficult term to quantify, but for the case of 

a bubble the force per unit area acting on the domain wall arising 

fron the magnetostatic energy tern may be represented for many 

purposes by the simplified Thiele force function [40] as

Force/unit area =* -8#M* (1 + 3r/2h)“‘ 1.3.1
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The equilibrium radius of a bubble is obtained by a balance of forces 

acting on the dosain wall, l.e.,

2MH + oQ/r - 8#M* (1 + 3r/2h)-1 = 0 ....1.3.2

This is a quadratic in r which, provided H is within the range of 

run-out (i.e. bubble to stripe transition) to collapse field, 

generally gives two solutions, the larger of which is stable. It is 

often useful to nornalise these forces to the applied field magnitude 

(divide by 2N) and consider effective fields i.e., a surface tension 

effective field tending to reduce wall curvature, a demagnetising 

field tending to expand the domain and the externally applied field 

itself.

Although equation 1.3.1 is useful in simple calculations, a much 

more general method of calculating the magnetostatic energy or 

demagnetising field of an arbitrarily-shaped domain is necessary. A 

versatile approach to this is the equivalent current model of O'Dell 

[41]. The theory of electromagnetism does not specify the atomic 

nature of matter and thus we nay accurately represent the

magnetisation of a material by a large number of elementary

equivalent currents which cancel at all points but the domain wall. 

The demagnetising field may be derived from a current density of 21 

emu/cm circulating on the domain wall (i for the closed domain plus i 

for the surrounding domain). 1 is given from the definition of

magnetism in cgs units as 1 - M emu/cm. The demagnetising field at a 

given point on the domain wall is given by Integrating Blot-Savart's 

law over the wall surface.

Similarly, when considering a domain of arbitrary shape the
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surface tension effective field derived fro» wall energy must be 

calculated using the local radius of curvature of the domain wall. 

This can be shown by simple trigonometry to be the second order 

partial differential of wall position, y, at the given point, i.e.,

Surface tension effective field = v*y ....1.3.3
2M

The y axis is assumed normal to the domain wall. Both these 

techniques are particularly suited to finite element calculations and 

will be discussed in greater detail in Chapter 4.

Should the three forces or effective fields not balance then the 

domain will obviously move or change size. In an externally-applied 

vertical field gradient the bubble will move with a velocity of,

v *■ (mw AH) m/sec ....1.3.4

where AH is the bias field difference across the bubble radius and 

(= (y/a)(A/K)*) is the domain wall mobility.

1.3.2 Domain wall structures

So far we have considered domain walls merely as surfaces with an 

associated energy density. A wall is, however, a continuous 

three-dimensional transition region through which the magnetisation 

vector M changes from pointing in the +Z to the -Z direction or 

vice-versa and as such has a variety of possible twist structures. 

The preferred configuration of the domain wall is, as before, simply 

a minimisation of the relevant energy terms which may be considered 

as a balance of forces or torques on H. The width of the transition
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region is a compromise between uniaxial anisotropy favouring an 

abrupt change with magnetisation always in the preferred 

perpendicular orientation, and exchange stiffness which favours a 

gradual rotation. Minimising exchange and anisotropy energies, one 

solution is given for a wall in the YZ plane as (Ref. 39, Chapter 7)

m(y) - constant  1.3.5

e(y) = ± 2 arctan exp (yMo)  1.3.6

where

A0 =» (A/K)*  1.3.7

and ♦ , e are the polar co-ordinates of magnetisation measured from 

the X and Z axis respectively. Including local magnetostatic energy, 

the minimum wall energy occurs when o(y) * 0,» l.e., when 

magnetisation lies in the plane of the wall. This is called a 

'Bloch wall' and corresponds to a screw rotation in either a 

clockwise or anticlockwise direction through the wall, as shown in 

Figure 1.3.2a. This sense of rotation is known as the wall

chirality. Most of the transition occurs within a width wL q , as 

shown in Figure 1.3.2b, where is known as the wall width 

parameter. At this point it is instructive to note that e(y) may be 

substituted by wall position, y, defined at the wall centre, e = * 

»/2, and

ae
ay o ....1.3.8

de
a

ae ay
dt ay it
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---1.3.9

It is often useful, especially when determining wall dynamics, to 

consider only the wall centre position and magnetisation structure at 

that position.

Under the influence of an external in-plane field, Hp, « deviates 

from the plane of the wall towards the azimuthal angle of Hp. The 

degree to which e deviates from the plane of the wall depends upon 

the magnitude of Hp and is given for Hp perpendicular to the wall as

For |Hp| > 8M the magnetisation rotates through the wall in a head-on 

fashion forming what is called a 'Neel wall'. As |Hp| decreases the 

wall magnetisation gradually returns to the plane of the wall (see 

Figure 1.3.3). It should also be apparent that as the Neel wall 

structure is a higher energy transition the wall width will reduce 

somewhat.

The boundary conditions of an isolated domain wall are at the 

film surfaces. Using the equivalent current model the demagnetising 

field of a planar wall, Hy, (often called the in-plane stray field) 

can be shown to be perpendicular to the wall and is given 

approximately by,

♦ = arc sin (Hp/8M) |Hp| < 8N ___1.3.10

- * */2 I Hp| > 8M ---1.3.11

Hy(Z) » 4M In [Z/(h-Z)J ---1.3.12

(This is calculated for a bubble domain in Chapter 4). Hy is zero at 

the film centre, Z - lih, and logarithmically diverges in opposite
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Fig.1.3.3 Th« wall atructur«« for an in-plana fiald. Hp 
a) zaro, b) |HpU SM, c) |Hp| » BM.
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directions near the two surfaces. (This model is only accurate at a 

distance > »A from the surfaces). From the inequality of equation 

1.3.11 it can be seen that Neel wall orientations are preferred when

0 < Z < h/(l + e2) ___1.3.13

and he2/(l+e2) < Z < h  ___1.3.14

where Z ■ h/(l + e2) and Z = he2/(l + e2) are the 'critical points'. 

The angle of wall magnetisation, •, therefore rotates by 180° through 

the film thickness, as shown in Figure 1.3.4, and has two senses of 

rotation corresponding to the different Bloch wall chiralities.

The transition region between Bloch walls of opposite chirality 

is known as a Bloch line. The static configuration is perpendicular 

to the film plane, minimising its length and energy, and is known as 

a vertical Bloch line (VBL). Experimental confirmation of such a 

structure has been demonstrated by Lorentz microscopy [42]. 

Minimising local exchange and magnetostatic energies the static 

structure is given at the centre of a wall in an infinite X-Z plane 

as,

•(x) = *2 arctan exp (x/ A 0) ....1.3.15

where A 0 is known as the Bloch line width parameter, defined as:

A 0 - (A/2#M2)“ ....1.3.16

This is the same form as equation 1.3.6 for a domain wall transition 

region where most of the 180° rotation occurs within w A 0. The
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(a)

(b)

Fig.1.3.4 a) Rotation of azimuthal angle of magnetisation
< <p ) at wall centre through the material 
thickness due to the stray field at the film 
surfaces, b) Variation of 4> with position 
through the thickness. The Bloch wall of 
apposite chirality is included in dotted line 
and the critical points, Z1 and Z2, are 
marked.
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Bloch line width parameter Is Independent of uniaxial anisotropy as 

anisotropy energy Is constant along the X axis. In the sane way that 

a wall has chirality, a vertical Bloch line will have one of two 

possible directions of twist classed as positive and negative. These 

are defined in Figure 1.3.5, with • increasing for a positive and 

decreasing for a negative Bloch line, moving anticlockwise round a 

closed doaain of -Z magnetisation. There must always be zero or an 

even number of Bloch lines in a domain as • must be continuous on the 

wall. Nhereas Bloch lines of opposite polarity can combine to give a 

net zero twist, Bloch lines of like polarity cannot as compression 

only serves to increase the exchange energy between them. When the 

effect of stray field is included, the structure of Figure 1.3.6 is 

obtained, where the vertical Bloch line consists of a 2» rotation at 

one surface, zero at the other and a gradual transition at 

intermediate stages. Although it is often useful to consider the 

thickness averaged form, it should be remembered that it is a 

three-dimensional structure with the 'head' (2* rotation) and 'tail' 

(zero rotation) being unlikely to behave dynamically in an identical 

manner.

Similarly Bloch lines of some form will occur anywhere there is a 

transition between Bloch walls of opposite chirality. A horizontal 

Bloch line (HBL) is shown in Figure 1.3.7 lying parallel to the X 

axis separating opposite Bloch wall chiralities above and below it. 

The corresponding plot of m through the thickness, Figure 1.3.7b, 

illustrates the HBL separating the two minimum energy contours of the 

Bloch wall chiralities. The total rotation of • in a HBL and 

therefore the Bloch line energy is a function of position through the 

thickness. As such a HBL is not generally a statically-stable
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Fig. 1

+VE

Definition of positive and negative vertical 
Bloch lines in the wall of a bubble domain.







-33-

structure and in the absence of externally applied forces (in-plane 

fields or gyrotroplc forces) would receed to the critical point at 

which there is a zero twist (Z2 in Figure 1.3.7b). A HBL at the 

centre of the film with a net twist of * would be of the same fora as 

equations 1.3.15, and 16 with Z replacing X. Should sufficient 

energy be applied to the wall such that the HBL reaches the critical 

point at which there is a 2* twist, two possibilities occur. 

Firstly, as is aore likely in thicker films, a second HBL can 

nucleate and travel in the opposite direction towards the other 

critical point, or, secondly, the nagnetisation at the film surface 

spontaneously flips through 2s leaving a Bloch wall of now 

completely-opposite chirality. The latter process is known as 

'punch-through' and is an important phenoaenon in wall dynamics.

While examining a HBL, the discussion has so far been limited to 

plane walls such as those running the length of a stripe domain. 

Including a curved wall, such as that in a stripe domain head or a 

bubble domain, the component normal to the wall of any externally 

applied force arising from ln-plane fields or perpendicular field 

gradients will vary around the curved wall. At those points where 

the applied field component drops to zero any horizontal Bloch line 

would receed to a critical point. Thus one arrives at the structure 

of Figure 1.3.8 with a Bloch curve separating the opposite Bloch wall 

chiralities. Following the previous discussion, should the Bloch 

curve reach the critical point corresponding to a 2» rotation a 

punch-through process can occur. This will however only occur at the 

'top' of the Bloch curve leaving one section of the wall with a 

coapletely reversed wall chirality. The flanks of the Bloch curve 

will now prefer a perpendicular orientation alninising the total
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Bloch line length and energy, resulting In two VBL's of opposite 

polarity on either flank of the domain wall. The formation of VBL's 

by the punch-through of Bloch curves has been extensively studied by 

experiment [43 - 44] and theoretically by the quasi-static state 

approximation [45] as well as the numerical solution of this work in 

Chapter 4 [46 - 47].

The final domain wall structure to be considered is the 

transition between Bloch lines of opposite polarity known as a Bloch 

point (Ref. 39, Chapter 9). This structure differs significantly 

from those previously mentioned as it represents a singularity, l.e., 

the magnetisation vector does not vary continuously with position. 

Rather magnetisation spontaneously changes by a finite angle in 

every axis through the Bloch point. As such therefore it cannot 

have a finite radius but represents a transition on a molecular 

scale where the continuous magnetisation model is no longer valid. 

The structure of Figure 1.3.9, which Includes a Bloch point at Z • 

h/2, can be seen to be stable if the total energy of the Bloch line 

is considered. In comparison to the VBL of Figure 1.3.6 there is now 

no head (2* twist) but two tails with a maximum twist of r at the 

centre. Should the Bloch point move closer to either surface the VBL 

maximum rotation along the X axis, and therefore the Bloch line 

energy, will Increase. In the presence of an in-plane field normal 

to the wall, one polarity of Bloch line is favoured at the expense of 

the other and the Bloch point will move closer to one surface. 

Should the field be sufficiently large the Bloch point will 

punch-through at the surface, reversing the polarity of the Bloch 

line. A detailed analysis of Bloch points is beyond the scope of 

this work. It is mentioned only in so far as it is a highly





-37 -

undesirable structure in vertical Bloch line Memory where data 

integrity relies upon the stability of VBL's of like polarity.

1.3.3 Domain wall dynamics

The dynamics of domain walls and wall structures are based on the 

equationvof Landau and Lifshitz [48]. Expressed in a simplified form 

these state firstly that magnetisation N will precess around a field, 

H, at an angular velocity given by (see Figure 1.3.10)

w = yH ---1.3.17

Secondly, the precession amplitude will decrease due to dissipative 

effects until the vector product M x H is zero. It is useful to 

express these effects in the terms of Thiele [49] i.e.,

yM X 1 M x dM 
y|M|s dt

oc dM 
y |M| dt

0 ___1.3.18

where the second and third terms of equation 1.3.18 are effective 

fields of a gyrotropic and dissipative nature respectively.

With reference to the simple Bloch wall of Figure 1.3.11a a 

field, Hz, normal to the film will cause magnetisation at the wall 

centre to precess out of the plane of the wall. The rate of change 

of M is given by

dM
dt

|M| do
dt

---1.3.19
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and therefore there is a dissipative effective field acting in 

opposition to this precession given by

Ha = * « ....1.3.20
7

In addition, as magnetisation precesses out of the plane of the Mall, 

magnetostatic energy increases giving rise to a local demagnetising 

field which, resolved normal to the direction of magnetisation 

(Figure 1.3.11b), is approximated by

Hd = 4*M sin « cos ♦ ....1.3.21

• 2irM sin 2o ___1.3.22

As this also acts in opposition to the motion there is a total field 

of Ha + Hd which causes a precession out of the film plane, towards 

the Z axis of

e = y (Ha + Hd) ___1.3.23

which with the substitution of equation 1.3.9 gives the wall centre 

velocity as,

y ?A0 (2#M sin 2m + _ ♦) 
7

---1.3.24
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Fig.1.3.11 a) Precession within a simple Bloch wall.
b) The local magnetostatic energy increases as 
magnetisation rotates out of the plane of the 
wall giving rise to a local demagnetising 
field, Hd.



In a siailar manner to equation 1.3.20, the precession of 

magnetisation towards the Z axis causes a dissipation effective 

field, (<x/r)0, acting in opposition to the applied field Hz. This in 

turn causes o to rotate at an angular velocity of

* = y (Hz - * 6) ___1.3.25
y

- 7 (Hz - y) ---1.3.26

Equations 1.3.24 and 1.3.26 give rather simply the equations of 

motion for a domain wall with an associated wall structure. It 

should be remembered that Hz is the sum of effective fields normal to 

the film, as in section 1.3.1, involving fields of magnetostatic, 

domain wall and external origin. Although a more precise 

mathematical treatment, as in Chapter 4, is strictly necessary, these 

equations can provide a significant insight to domain wall dynamic 

behaviour.

A simple Bloch wall moving at a constant velocity will have an 

equilibrium structure at the wall centre, i.e., « = 0, and therefore 

from equation 1.3.26,

y = (y/oc) A0 Hz ---1.3.27

- (y/«)(A/K)* Hz. ___1.3.28

and equation 1.3.4 is derived. Conversely if the wall of Figure

1.3.12 which contains VBL's is considered, « * 0, and the wall





velocity is given by combining equations 1.3.24 and 1.3.26 (assuming 

the spatial average of local demagnetising field, 2vM sin 2«, is 

zero) by,

y * (A/K)“ Hz ___ 1.3.29
(1 ♦ cc2 )

Consequently as a «  1 the mobility of a section of wall containing 

VBL's (known as a 'hard' wall) is very much less (a than that of 

a simple Bloch wall (or 'soft' wall). Also if the VBL transverse 

velocity within the wall is taken from equation 1.3.16 as,

x = A0 o ___ 1.3.30

an approximate relationship between domain wall and VBL velocities 

can be derived from equation 1.3.24 as

y = —  x ---1.3.31
*  Q

Again, as « «  1, this indicates that the VBL velocity within the 

wall is much larger than the domain wall velocity. A segment of hard 

wall in an otherwise soft wall will therefore be displaced rapidly 

along the wall and appear to retard the wall motion. A bubble domain 

with a large number of VBL's will hardly move in response to a field 

gradient as most of the energy is funnelled into rotating the VBL's
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around Its circumference. Because of this behaviour, considerable 

effort is taken, by using ion-implanted capping layers [50], to 

ensure hard bubbles are not present in conventional bubble devices. 

Conversely these phenomena are fundamental to the concept of VBL 

memory.

Before finishing this section, gyrotropic force is introduced. 

So far only forces normal to the wall, applying a pressure to 

displacing the wall have been discussed. By symmetry there must be a 

force acting orthogonal to the wall velocity, applying a pressure to 

displace a VBL. This can be shown from the above equations to be 

proportional to the wall velocity and the force per unit length on 

the VBL is:

Fg
2nM .__y
7

___1.3.32

This creates some remarkable dynamic behaviour in bubble motion such 

as deflection from the field gradient by acute skew angles [51] or 

gradientless propagation in a pulsed bias field (automotion) [52].

1 . 4  S l l - a r y

All commercially available magnetic bubble devices at this time 

are of the simple major-minor loop architecture with most industrial 

research being aimed at increasing device density. It is felt 

however, that as the limits of device density are reached attention 

will turn to improving operating characteristics and towards the 

design of high performance bubble memory devices. These are most



-i*5-

likely to use the dual-conductor apertured-sheet technology as it 

provides flexibility and ease of design. However as the current 

densities required are large (1-lOmA/um) power dissipation and 

electronigration problems are envisaged.

An alternative form of mass storage, VBL memory, which codes data 

in the micromagnetic wall structure of bubble materials, offers the 

potential of very much greater storage capacities than bubble memory. 

The observation of such wall structures is very difficult due to 

their fine scale, at best their dynamic effect on wall motion gives 

an indication of their presence in a wall [53]. These techniques are 

not as useful to the study of device operation as they intrinsically 

have a disruptive effect on the coded data. Fortunately the dynamic 

characteristics of wall structures are well defined mathematically 

and this, coupled with the much more powerful computational 

capabilities nowadays, suggests that simulation of device behaviour 

will play a much more significant role in the early development of 

such a memory. The complex non-linear interactions resulting from 

magnetic overlays which hampered earlier bubble simulation work are 

not necessary and therefore there is a high degree of confidence in 

such theoretical research.

In general terms the aims of this work are two fold. Firstly, a 

facility for fabrication and testing of dual-layer apertured-sheet 

current-accessed propagation patterns was deemed necessary in the 

study of high performance bubble memory and so work was undertaken to 

establish one. As will be described, fabrication entailed electron 

beam lithography and dry-etching techniques although as work here 

proved only partially successful due primarily to the difficulty of 

dry-etching the metallisation layers, devices of only limited quality

were produced.



Secondly, the concept of vertical Bloch line Memory which 

promises ultra-high densities has been examined. It is found that 

although the ultimate storage density may be a factor of four less 

than that initially anticipated, considerable advantages over 

conventional bubble technology remain. Methods of studying domain 

wall motion by computer simulation using numerical analysis have been 

investigated. The numerical solution has been extended to the 

three-dimensional case and applied to a translating bubble at 

velocities that Include the formation of VBL by Bloch curve punch 

through, an area directly relevant to the write process in VBL 

memory.

Chapter 2 outlines the fabrication of current-access propagation 

patterns, concluding with the limitations of the existing process and 

recommendations for future work. The concept of VBL memory is given 

in Chapter 3 with some initial projections of device density and 

performance, together with some considerations for fabrication of 

experimental devices. Methods of numerical analysis of domain wall 

motion and the three-dimensional solution in the case of a 

translating bubble are included in Chapter 4. Uses and limitations 

of these techniques for the study of VBL memory are considered. In 

conclusion the results of this work are reviewed and recommendations 

for future research are suggested.
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CHAPTER II

FABRICATION OP DDAL-LAYER APERTURED-COHDPCTOR CURREJTT-ACCESSED 

PROPAGATIOH PATTERNS

2.1 Introduction

The electron beam machine (EBM) used for high-resolution 

lithography in the Department of Electrical Engineering is based on a 

Cambridge Instruments S150 electron optical column and chamber. The 

precision wafer-stage assembly and laser interferometer positioning 

system has previously been described by Garside and Pickard [54]. 

The (fabrication) beam deflection colls are driven by a vector-scan 

pattern generator and the installation is principally used for direct 

write on wafer. The typical operation of the facility for an 

application such as the definition of the final metallisation layer 

of an Uncommitted Logic Array has been reported by Hardy et al [55].

The particular attractiveness of electron beam fabrication is the 

potential for very quick turn-around time from design to device. In 

addition, even the initial current-accessed bubble propagation 

patterns described here comprised dimensions which would have been 

very difficult to delineate by photolithography with the equipment 

which was available. If the design of devices was to be extended to 

smaller diameter bubbles it was considered essential to have a 

capability for sub-micron fabrication and so the EBM facility was 

used from the outset.



Having delineated a pattern mask in a resist layer, the nask 

features must be reproduced in the metallisation layer by etching. 

This should be an anisotropic process or undercutting will destroy 

the finer detail. Wet chemical etches are unsuitable for this reason 

and so only dry-etching techniques were therefore considered i.e., 

ion milling, reactive ion beam etching (RIBE), reactive ion etching 

(RIE), and plasma etching. Ion milling [56] is a purely physical 

process whereby an incident beam of high energy ions (e.g., Argon) 

erodes the exposed areas of material. This can produce very 

controllable etch profiles, although it has the disadvantage of 

eroding the mask at a similar rate to the underlying layer. RIBE 

[57] combines a chemical etch with the physical milling process by 

using a reactive gas or gas mixture thereby Increasing the etch rate 

and improving the selectivity between resist and underlying layer 

and/or the latter and other layers in the device. A variation of 

RIBE is chemically-assisted ion beam etching [58] where a reactive 

gas is injected into an inert ion beam near the substrate, again 

giving very high etch rates and selectlvities. Alternatively, RIE 

[59] is a higher pressure process (” 10-3 - 10-* mbar as opposed to 

10-4 - 10~3 mbar for RIBE), whereby a reactive gas mixture is excited 

by an r.f. power supply in a parallel plate reactor. The r.f. power 

is capacltively coupled to the discharge by an electrode (cathode) 

within the system. The wafer sits on the cathode on which a negative 

bias (100-600V) appears as a function of the discharge process if the 

cathode is allowed to 'float' electrically. Therefore RIE includes 

both ion bombardment perpendicular to the sample surface and chemical 

reactions. Anisotropic etching is generally obtainable. Plasma 

etching [60] can also be achieved by a r.f. discharge in a parallel
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plate reactor. The pressure is usually high, 10-1 - 1 mbar, and the 

sample rests either In the plasma Itself or on the anode. Although 

anisotropic profiles may be achieved [61] the incident ion energy is 

low, generally resulting in an isotropic etch. While this is, 

therefore, not a suitable process for the pattern delineation under 

discussion it was found useful in removal of resist after etching.

Choice of etching process again depends on the nature of the 

layer to be etched. Al/4% Cu was chosen for metallisation as the 

copper content reduces the electromigration problem, i.e. the 

tendency for conductors to creep at high current densities, 

associated with pure aluminium [62], It also has an advantage 

over chemically move inert layers, such as gold, in that 

chemically-assisted etching is possible. The high copper content 

coupled with the need to remove an oxide layer suggests that a highly 

physical process such as RIBE would be suitable. This was evaluated 

using a capillary source [63], to be described in section 2.4, as 

opposed to the more common saddle field source [64] although the 

results were disappointing due to the low power density available. 

Rather than uprate the RIBE system to one of greater power, pattern 

delineation was finally achieved by RIE, this choice being related to 

the relative cost (a factor of approximately four) of the two 

systems. Of the main reactive gases for aluminium etching, CCI4 and 

BCI3 [65], CCI4 was chosen as it was considered the less hazardous of 

the two.

In the succeeding sections the fabrication process is outlined. 

To economise on the garnet wafers available, processing of individual 

7mm square chips has been undertaken. Test devices of limited quality 

were fabricated. End-point detection and resist hardening techniques
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were studied in an effort to Improve the processing. Test equipment 

for the current-accessed devices was constructed. In conclusion, the 

limitations of the fabrication process are discussed together with 

recommendations for future work.

2.2 Patterns for Current-Access Propagation

Patterns for dual-layer apertured-conductor bubble propagation 

circuits have been written on the University's CYBER interactive 

computer using a high level pattern language developed by Patel and 

Hardy [66] of the Electrical Engineering Department. The patterns 

are based on those of Bobeck et al [9], including tracks parallel and 

perpendicular to the current flow, a bubble nucleator, registration 

marks, bonding pads and some resolution lines of width 2.0 to 0.5um. 

Figure 2.2.1a-c and Figure 2.2.2a-c are, at increasing magnification, 

the first and second metallisation layers respectively, and Figure 

2.2.3a-c combines the two illustrating the intended alignment between 

layers.

The bonding pads for the first layer (Figure 2.2.1a) include 

those for nucleation at the bottom centre, the remaining two being 

for current drive. As the devices were intended to be tested by 

stroboscopic observation a detector was not included. The 

bonding pads are large enough for three probe contacts to each 

thereby maintaining low contact resistance. Current is funnelled 

into the central 200um x 200um area, the active test area being 

100am x 130um (Figure 2.2.3c). The anticipated drive current density 

is 2-3mA/wm therefore requiring drive circuitry capable of supplying 

0.4 - 0.6A. With reference to Figure 2.2.3c the two types of
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Shaded area to 
be removed

(c)

Fig.2.2.1 (a)The first layer metallisation pattern.
Dimensions are in microns. (b)The central 1 mm 
of the first layar pattern. (c)The first layer 
test pattern.
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(C)

Fig.2.2.3 <a)Both metalliaation layara. (b)Tha central 1 
mm o-f both layara. (c)Tha central taat araa.



racetrack can be seen. At the left side of the test area there are 

tracks perpendicular to the current flow with 180° turns at each 

end. The propagation period, X, is 8um and the aperture size is 

2.5um x 4um. The central loop has tracks parallel to the current 

flow (as well as perpendicular), with periods of lOum and 1 4 m i b . A 

range of track periods were therefore included which were intended to 

be evaluated using 2-3.5um diameter bubbles. The nucleate circuit, 

bottom right, is designed either to divert a fraction of the drive 

current or act in a manner similar to a conventional hairpin 

nucleator. The current path is through a 1.8um conductor which is, 

excluding the resolution lines at the top right, the minimum 

linewidth of the test circuits. Also included at the bottom left are 

two single bubble idler loops, one with slightly overlapping 

apertures. Registration narks for second layer alignment are 

included within the central 1mm2 subfield (Figure 2.2.1b, Figure 

2.2.3b). These are positioned outside the second metallisation layer 

so they may be examined by the EBN in SEN mode without exposure of 

the electron sensitive resist in critical areas and, therefore, 

without any adverse effect on the second layer pattern.

The 7nn x 7mm pattern was subdivided into 49, 1mm2 subfields for 

exposure by the EBM. After each subfield was exposed the EBN stage 

was repositioned for the next. The fine detail in the test area was 

exposed firstly using the electron bean focussed to a small spot, 

0.3um diameter, the drawback being that bean current is limited to 

approximately lOnA. This means that the exposure time per spot must 

be greater than 8ms as the resist used (Isofine E-B positive) 

requires 112uC/cm2 for correct exposure and the spot increment 

distance is 0 . 2 5 m h . The subsequent bonding pad area was exposed
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using a gross spot (*2um diameter) and beam current (30nA), thereby 

reducing the overall exposure time. Even so, one layer exposure 

required 15-20 minutes.

2.3 Sample Preparation and Sputter Deposition

Samples of device quality garnet substrates have been provided by 

Plessey United (Allen Clark Research Centre, Caswell), Bell 

Laboratories (Murray Hill, New Jersey), and Philips Laboratories 

(Eindhoven, Holland), those from the latter two being high mobility 

samples specifically for current-accessed devices. For fabrication 

of the initial test devices, however, the lower quality Plessey 

garnets were used, these having zero bias stripe widths of 2 - 3.5wm 

and of nominal composition Sno.2 Luo.2 Y1.7 Ca0.9 Ge0.9 Pe4.1 °12- 

Techniques were developed to allow processing on a chip-by-chip basis 

to conserve garnet material. The wafers were waxed to a holder and 

cut with a diamond saw into 7 x 7mm2 chips. To remove the wax and 

clean the samples, multiple ultrasonic rinses in hot water and Teepol 

followed by multiple ultrasonic rinses in high purity Isopropyl 

alcohol were used, concluding with a 45 minute ultrasonic agitation 

in flowing lOMflcm deionised water. The samples were baked at 100°C 

for 10 minutes to remove moisture Immediately before insertion into 

the sputter deposition system.

R.F. sputter deposition [67] was chosen for metallisation and 

insulating layers as it provides a good step coverage as compared to 

more directional deposition methods at lower pressures such as 

evaporation. This is essential for dual-layer conductors when a 

planar process [68] is not used. The Nordiko SG1250 13.56MHz system
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used (see Figure 2.5.1a) Mas previously commissioned [69] and 

therefore was only briefly characterised for the specific needs of 

Al/4% Cu and Si(>2 deposition.

The optimum Argon pressure at deposition, 1.8 x 1CT2 mbar, was 

determined from the measured variation of deposition rate as a 

function of pressure, (see Appendix 2.1). All thicknesses were 

obtained from measurements made on a Talystep 1 system (Rank Taylor 

Hobson Ltd.). Power was limited to 100 Watts for Al/4% Cu deposition 

as the thickness uniformity rapidly degraded above this value as can 

be seen in Appendix 2.1. A deposition rate of 21.7nm/min was

obtained requiring 11.5 minutes deposition time for 250nm of Al/4%

Cu. A power of 150 Watts was chosen for the S102 layer as the 

deposition rate was much lower (see also Appendix 2.1). A 30-minute 

sputter was used for a 240nm insulating layer and 35 minutes for a 

280nm final passivation coating. All processes were preceeded by a

20-minute sputter clean of the target surface. 7 x 7mm2 substrate

holders were constructed as well as a series of masks to ensure

(i) the metallisation layer bonding pads were not covered in S102 and

(ii) the 2nd layer metallisation did not overlap the insulating 

layer causing short circuits to the first conductor layer.

Hillock Formation [85] was sometimes observed in the Al/4% Cu 

layers due to a poor mechanical contact between substrate and 

holder although this is not considered a major problem (see also 

Figure 2.9.3). An antistress PTFE pre-layer [70] was not deposited 

although for the highly magnetostrictlve samples of Philips this 

would be essential. The various deposition parameters are summarised 

in Figure 2.3.1.
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SPUTTER PROCESSES

1st metallisation layer Al/4« Cu

Deposition time 
Inlet pressure 
Input power 
Deposition thickness

Insulating layer SIO2

Deposition time 
Inlet pressure 
Input power 
Deposition thickness

11.5 mins 
1.8 x 10"2 mbar 
100 Watts 
250 nm

30 mins
1.8 x 10-2 mbar 
150 Watts 
240 nm

2nd metallisation layer Al/4« Cu

Deposition time 
Inlet pressure 
Input power 
Deposition thickness

12 mins
1.8 x 10~2 mbar 
100 Watts 
260 nm

Passivation layer S102

Deposition time 
Inlet pressure 
Input power 
Deposition thickness

35 mins
1.8 x 10-2 mbar 
150 Watts 
280 nm

Sputter targets purity (4")

Al/4« Cu 99.999«
Si02 99.9«

Sputter gas purity

Argon 99.999«

Pleure 2.3.1 The Sputter Deposition Parameters
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2.4 Reactive Ion Beam Etching

A reactive Ion beam etching (RIBE) system has been evaluated for 

Al/4* Cu lithography using a capillary ion source (Oxford Applied 

Research Nicrodischarge Source). A diagram of the ion source is

included in Appendix 2.2. The system comprised the ion gun which had 

a fine capillary nozzle, fed from a stainless steel reservoir 

containing CCI4 liquid and/or an Argon supply and was powered by a 

0-10kV, 0-3mA, H.V. generator (Wallis VCS 103/3). Initial results 

were disappointing, an etch rate of the order of 0.5nm/min was 

obtained, and problems were encountered due to breakdown of the ion 

source insulation. The low etch rate was attributed to the low power 

of the source and an aluminium oxide barrier on the sample surface. 

This was constantly reformed as the low flow rate of CCI4 through the 

capillary orifice caused a relatively high percentage of oxygen to be 

present at the target.

Modifications to the gun insulator (see Appendix 2.2) Improved 

the operating margins and reliability of the source. A separate pump 

was introduced at the input of the source to increase the flow rate 

of CCI4 through the gas feed network, and the capillary cross section 

was increased by a factor of 16, greatly enhancing the CCI4 flow rate 

through the source Itself and so reducing the relative effect of 

oxygen contamination. Further modifications included a substrate 

heater with thermocouple feedback control to Increase the speed of 

reaction and to prevent the accumulation of AICI3 which is 

non-volatile at room temperature, and tilting the substrate to 40-45° 

with respect to the beam to Increase sputtering yields [71].

Although these measures did increase the etch rate by a factor of
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Fig.2.4.lb A magnetometer pattern ion milled in
nickel-iron. Minimum ■feature size i* 10̂ i m.
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10 this was considered Insufficient for our purposes and so the 

source was abandoned in favour of a parallel plate reactor. The 

usefulness of the source was briefly evaluated for ion milling of 

nickel-iron using Argon alone. In this case, the source could only 

be used in an Ion milling capacity as nickel-iron does not form 

volatile products with a relative gas. The samples provided from a 

project on thin film magnetometers [72] were sufficiently thin (30nm) 

that etching using the capillary source was practical. An etching 

time of 30 minutes produced the results shown in Figure 2.4.1b. The 

vacuum system and gas feed network were maintained for use in the 

parallel plate reactor described in the next section.

2.5 Reactive Ion Etching

A reactive ion etching (RIE) 10cm diameter, parallel plate 

reactor (Nanotech NRM1 and NRF1-2 13.56 MHz r.f. power supply) has 

been commissioned for etching the current-access propagation patterns 

in Al/4% Cu. Due to the highly corrosive nature of the etchant 

(CCI4 ) it was necessary to replace some of the more critical 

components with stainless steel parts, replace nitrile 0-rlng seals 

with those of \flton, and warm the system with a hot water supply 

(65°C) thereby decreasing contamination buildup and increasing the 

overall durability. Figure 2.5.1 is a photograph of the reactor. 

The samples rest on the lower electrode and power can be applied to 

either the lower (RIE mode) or upper (Plasma etch mode) plate. The 

gas feed network constructed for RIBE was incorporated with an 

additional inlet to allow an air plasma for resist ashing (see 

Figure 2.5.2).
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is in the background.
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The etching of aluminium In CCI4 involves two distinct processes. 

Firstly an AI2O3 barrier layer (estimated at s45nm thick), which does 

not form volatile chloride products, is removed by a milling process. 

Oxide removal is comparatively slow and the time required to expose 

the underlying aluminium was found to be greatly increased by plasma 

contaminants such as moisture or air (see also section 2.6). 

Secondly, as shall be shown below, the exposed aluminium is removed 

by an ion-bombardment assisted chemical reaction at etch rates far in 

excess of those for oxide removal. There can, therefore, be a 

considerable difference in apparent etch rates for samples of 

different thicknesses. For this reason, unless otherwise stated, the 

etch rates given below are for samples 250nm thick.

The chemical reaction of primary importance is believed to 

be [75]

Cl2 + A1 (solid) -» AICI3
2

___2.5.1

where Cl2 is dissociated from CCI4 in the plasma discharge. While 

molecular chlorine is not the only rective dissociation product of 

CCI4, the above reaction was verified by observation of the reduction 

in intensity of the optical emission of the plasma at a wavelength of 

255nm (characteristic of Cl2) during etching. This will be described 

in section 2.6. The reaction was found to be very pressure 

dependent. At high pressures collisions within the plasma are more 

frequent and the density of reactive species at the substrate 

increases although the incident ion energy is reduced. Above a 

critical pressure the ion energy is insufficient to remove the native



oxide layer and the etch rate reduces to zero. It was anticipated 

that the cathode bias voltage would have a significant effect on 

etching times as the accelerating potential determines ion energy. In 

practice, however, little or no control of the bias potential was 

available and it remained in the 50-100V region. This was suspected 

to be a fault on the voltage metering system although none could be 

traced. As the reactor was found capable of etching aluminium it was 

used with the limited bias potential control.

The initial system characterisation was undertaken using 100% A1 

evaporated samples. Figure 2.5.3 shows the variation of etch rate 

with sample thickness for four values of pressure. At low pressure 

(1.5 - 2 x 10-2 mbar) etch rate is independent of sample thickness. 

This indicates that both the oxide layer and the underlying aluminium 

are removed at the same rate and therefore the process is largely a 

milling one with little or no reactive etch. As the pressure 

increases (2.25 - 5.25 x 10-2 mbar) the etch rate increases 

considerably with thickness. This is indicative of a slow oxide 

removal by ion milling followed by fast removal of aluminium by 

reactive ion etching. As can be seen from the gradient at higher 

pressure, the oxide requires a large proportion of the overall etch 

tine. At still higher pressures, as shown in Figure 2.5.4, the etch 

rate cuts off sharply as the RIE gives way to a plasma process. The 

oxide layer is then an effective barrier as the ion milling process 

is negligible. The reactor plate separation was optimised at 4cm as 

shown in Figure 2.5.5.

Similar characteristics were observed for Al/4% Cu although the 

copper content was an additional problem as it requires a milling

process for removal l.e. it does not form a volatile chloride which
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Fig.2.5.3 Etch rate as a function of sample thickness
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Fig.2

Fig.2

.5.5 Etch rata aa a function of reactor plate
separation.

.5.6 Etch rate as a function of sample thickness
for Al/4% Cu.
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can be punped off. Figure 2.5.6 demonstrates the change of etch rate 

with sample thickness for two pressures. At very low thickness. < 

45nm, etch rate is largely independent of pressure although it 

increases with thickness. This is caused by the inherent 'dead time' 

at the start of the etch, during which the plasma has not reached an 

equilibrium state. One would, therefore, expect an apparent increase 

in etch rate with etching time which here is noticeable at low 

thickness. This phenomenon was also noticed with detrimental effects 

on resist erosion as discussed in section 2.7. At thicknesses above 

45nm the etch rate varies considerably with pressure as RIE becomes 

an additional Influencing factor. Figure 2.5.7 illustrates the etch 

rate as a function of pressure for 100 and 200 Watts r.f. power as 

obtained for the original system and at 200 Watts for the system in 

its final fora. A combination of factors, including the 

above-mentioned modifications and improvement of pumping efficiencies 

and general vacuum techniques, e.g. removal of contaminants and 

leaks, increased the useful operating range of the system. An 

operating pressure of 10-1 mbar and working power of 200 Watts were 

chosen for delineation of patterns. At lower powers the operating 

range and etch rates are too low to be of practical use, while at 

higher powers the etching time is too short to allow reproducible 

results due not only to the inaccuracy of end-point detection but 

also now to the large proportion of the etch time being the initial 

'dead time'. The final pattern delineation was achieved with a 

CCl4/Ar gas mixture at a CCI4 partial pressure of 1.5 x 10-2 mbar, 

i.e. a concentration of 15%. The effect of gas composition can be 

seen from Figure 2.5.8. As such a large proportion of the etching 

time is used in oxide removal by ion milling, dilution of the
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5.8 Etch rate as a 'function of gas composition.

Fig.2.3.9 Etch rate as 
temperature.

a function *>♦ reactor
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reactive gas does not significantly effect etch rates until very low 

concentrations are reached. At the chosen partial pressures, etch 

rates in excess of 80nm/mln were obtained. In contrast, resist 

erosion is reduced considerably at low CCI4 concentrations (see 

section 2.7) and therefore higher Al/4* Cu: resist selectivities are 

obtained. Etch rate as a function of temperature, Figure 2.5.9, 

gives a gradual increase with temperature at this CCI4 concentration 

as expected. Warming the reactor also decreases pump down time and 

prevents moisture condensing on the reactor when exposed to air. 

Correlation between CCl4/Ar flow rate was not quantified although it 

was noticed that best etches were obtained at maximum flow rates. It 

was also noted that a high quality vacuum, < 6 x 10-6 mbar, was 

necessary before RIE commenced, again presumably due to the relative 

percentage of air or moisture present in the reactor.

A large overetch, an additional 30* of the etch time, was found 

to be necessary as there was a considerable amount of residue left on 

the substrate. This was not removed by heating the substrate at 

200°C and would therefore appear to be due to the large copper 

content. The overetch was limited by the relatively poor selectivity 

of the electron beam resist. It was hoped that there would be 

sufficient milling action during resist removal by air plasma to 

clean the substrate although this was not the case and residue 

remained a problem throughout the project. A more serious concern 

was deterioration of the metallisation layer by corrosion upon 

exposure to atmosphere. Any residual chlorine compounds tend to form 

hydrochloric acid with detrimental effects on the sample as well as 

the reactor itself. Various techniques were tried to combat this, 

such as substrate heating, quenching, long pump down before exposure
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RIE of Al/4* Cu

Initial reactor pressure
Gas mixture
Chamber pressure
Rf. power
Temperature
Overetch

Removal (ashing) of Isofine positive electron beam resist

< 6 x 10~6 mbar 
15% CC14 85% Ar 
10~1 mbar 
200 Watts 
> 60°C 
30%

Gas mixture 
Chamber pressure 
Rf. power 
Temperature 
Time

80% N2 20% O2 (Atmosphere)
10-1 mbar
200 Watts
20°C
5 mins

Final Passivation layer 280nm SÍO2

Figure 2.5.10 The final etch process for Al/4% Cm
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to atmosphere, all with minimal effect. Resist ashing did alleviate 

the problem slightly as there was a rapid formation of a passive 

oxide layer and plasma-assisted removal of reaction products, 

although it was still found essential to coat the samples immediately 

with a passivation SIO2 layer. Even so, all samples etched 

demonstrated some corrosion problems.

Figure 2.5.10 summarises the conditions chosen for pattern 

delineation.

2.6 End-Point Detection

As previously mentioned, the overetch was limited by the high 

erosion rate of the electron beam resist. Accurate determination of 

the end of etch would alleviate the problem and so optical 

spectroscopy as a form of end-point detection [73 - 75] was evaluated 

for the RIE of Al/4% Cu. In optical spectroscopy the Intensity of 

optical radiation from excited species within the plasma is monitored 

at wavelengths corresponding to reactant or product species. During 

the etch, there is a reduction in reactant species within the plasma 

and a reduction in optical intensity at the corresponding wavelength. 

Conversely, as the product species enter the plasma there is an 

Increase in optical intensity at the corresponding wavelength. In 

either case, the end-point of the etch is determined by the return of 

emission intensity to its original value. A system was constructed 

consisting of a photomultiplier, a motor-driven monochromator, a 

chopper noise-reduction circuit (see Appendix 2.3), and an X-Y 

plotter for recording the optical spectrum of the discharge. 

Although spectrum lines characteristic of A1 were encountered at
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309nm and 396nm the sensitivity of the system at wavelengths below 

400na was Insufficient for practical use as a quartz window was not 

included.

A commercial spectroscopy system (UTI Instruments Company model 

1011) which was available on temporary loa*, has also been used with 

significantly better results. Unlike the above system, the UTI model 

incorporated a quartz window allowing wavelengths as low as 240nm to 

be transmitted via a quartz optical fibre to a monochromator. The 

optical emission at the wavelength of 255nm, corresponding to 

molecular chlorine [75], was found to be most useful in indicating a 

reduction in available chlorine during etching. The system was, 

however, not Incorporated as a permanent feature not only due to the 

cost (approximately £8000) but also due to the lack of reliability 

(intermittent electronic faults) and reproducibility of the 

equipment.

Figure 2.6.1 shows an example of the reduction in optical 

emission at 255nm during 100% CCI4 RIE of 250nm of Al/4% Cu using 

a power of 300 W, plate separation of 4cm, and a pressure of 

1 x 10-2 mbar. For the first minute the emission remains constant 

Indicating a non-chemical removal of the oxide barrier. * The 

subsequent sharp fall and slow rise demonstrates the depletion of the 

molecular chlorine during the etch process, the end-point arriving at

5.5 minutes. In contrast Figure 2.6.2 was taken during a 'bad' etch 

under similar conditions (pressure = 2.3 x 10-2 mbar). The source of 

contamination was traced to the deterioration of an 0-ring in the 

target water-cooling system which allowed small quantities of 

moisture to be present in the plasma, dissociating to leave oxygen 

ions. The oxide barrier was, therefore, replaced almost as quickly
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aa It was removed [59] and the actual reactive etch did not take 

place until 26 minutes. Even assuming that all the aluminium mas 

converted to oxide this would still indicate that the removal rate of 

oxide is less than lOnm/min. This dramatically illustrated the 

necessity of good vacuum quality and techniques during RIE of 

aluminium.

The use of a mass spectrometer as an end-point detector was 

considered although lack of time necessitated abandoning this in 

favour of device fabrication. End-point detection was finally 

determined by simple observation of the sample becoming optically 

transparent during etching. Large unused areas of the test devices 

were exposed to etching to facilitate this process. As a consequence 

of this rather crude method of end-point detection, the 

reproducibility of the etch was not good. It was difficult to 

determine with greater than 25* accuracy when the end-point had 

arrived and often the patterns would be under or overetched.

2.7 Electron Resists

In all three electron resists were used while establishing the 

fabrication process these being Isopoly E-B negative resist -NS 

(12.5), Isofine E-B positive resist -PM (15), both manufactured by 

Micro-Image Technology Limited, and a poly-methyl-methacrylate (PMMA) 

positive resist of 4* weight in methyl lsobutyl ketone, produced 

within the Department of Electrical Engineering [76]. After 

development, negative resist remains and positive resist is removed 

where it has been exposed. The negative resist was included only for 

comparison as a positive resist is more practical for etching holes
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as in the apertured-conductor devices.

Before spin coating, the substrates were baked at 150°C. The 

thickness of resist spun on 7mm x 7mm substrates was experimentally 

determined as a function of spin speed (see Appendix 2.4) giving 

0.6um for both the negative and Isofine positive and 0.2um for PMMA 

at 2750 r.p.m. After spinning the substrates were baked at 120°C for 

negative resist and 170°C for both positive resists. At the above 

thicknesses, the best electron exposures were obtained at 20kV 

accelerating potential as 24.6uC/cm2, 112uC/cm2 and 840wC/cm2 for the 

negative, Isofine positive and PMMA respectively. The Isopoly 

negative and Isofine positive resists were spray developed using the 

manufacturer's recommended developers after which they were baked at 

150°C. The PMMA was spray developed in one part methyl isobutyl 

ketone, three parts Isopropyl alcohol, after which it was baked at 

170°C. No significant loss of thickness due to development was 

observed for the negative and Isofine positive resist, although a 

20-30% loss occurred in PMMA.

Resilience of electron resists to RIE is known to be poor [77] 

and was indeed a major problem with both positive resists. The 

negative gave comparatively good results, selectivities (Al/4% Cu: 

Resist) of 4:1 being obtained without difficulty. This was 

attributed to the higher degree of random cross-linkage between 

molecular chains in the exposed regions of negative resist than 

unexposed regions of positive resist [78]. Both positive resists gave 

selectivities of the order 0.5:1 in a 100% CCI4 RIE. Introduction of 

Argon as a dilutant for CCI4 in the parallel plate reactor improved 

matters somewhat. Figure 2.7.1 illustrates etch rate as a function 

of CCI4 concentration for Isofine positive. The erosion rate drops
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1 Etch rate as a function of gas composition for
Isofins positive electron beam resist.

Fig.2.7.2 Etch rate of PUMA as a function of 
overexposure charge density.
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more quickly with decreasing CCI4 concentration than that observed 

for Al/4% Cu due to the oxide layer as previously mentioned. Also 

evident from Figure 2.7.1 is the increase of erosion rate with etch 

tine which became a limiting factor on the percentage overetch 

possible. The etch rate for an etching time of 4 minutes is twice 

that for an etching time of 2 minutes. This is attributed to the 

system dead time mentioned in section 2.5 and an increase in the 

substrate temperature with time.

It is known that under gross overexposure conditions, positive 

resist demonstrates a higher degree of cross-linkage and effectively 

acts as a negative resist [78]. During RIE of exposure test patterns 

in PMMA, it was observed that grossly overexposed regions had not 

been removed during development and displayed greater resilience to 

the plasma than unexposed regions. It would, therefore, appear 

feasible to harden the resist by flooding the developed pattern with 

electrons in vacuum. This was briefly evaluated using the electron 

beam machine so as to quantify exposure dosages and spot energies, 

although a separate vacuum system and a simple filament would 

suffice. A similar technique is applied in photolithography where 

developed photoresist patterns are exposed to deep ultra violet 

radiation to improve hardness [79]. Ultra violet light was not, 

however, found to have any effect on the resilience of electron 

resists in this work.

Figure 2.7.2 outlines the decrease in erosion rate of PMMA as a 

function of overexposure charge density. As expected the resist 

gradually becomes less susceptible to erosion, the change becoming 

less noticeable above 10 x 103 uC/cm2. The increased resilience was 

also accompanied by a reduction in resist thickness of up to 50« as
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shown in Figure 2.7.3. The reduction in thickness appears closely to 

follow the decrease in erosion rate again becoming less noticeable 

above 10 x 103 uC/cm2 . A further Influencing factor was found to be 

the energy per exposure spot as can be seen fro* Figure 2.7.4. In 

this case the charge density and, therefore, the total enrtgy per 

unit area was maintained at a constant value and the electron beam 

energy increased by exposing at higher currents for shorter times. 

Again, above a given energy, 120 pj, this effect becomes less 

noticeable. No degradation of the resist such as flowing of the 

pattern or physical damage could be seen over this range of exposures 

although at much higher energies (> 800 pJ) both the resist and 

underlying Al/4% Cu layer were destroyed by thermal evaporation. It 

would seem reasonable to assume the reduction in thickness is not by 

resist removal but by resist compaction associated with Increased 

cross linkage, increasing its density which would account for its 

increased etch resistance. By this method selectivities of 2.5-3:1 

were obtained for thickness reduced PMMA in a 100% CCI4 RIE which, 

even accounting for the reduction in thickness, gave a significant 

improvement. Initial indications are that a similar effect to a 

lesser extent is also evident in the Isoflne positive althought this 

was not quantified. The resist hardening technique was eventually 

abandoned as the large electron beam currents were not considered 

beneficial to the long term quality of the very much finer pattern 

exposures as they damaged the filament and, in one instance, the 

blanking coils. Rather than construct a separate vacuum system for 

resist hardening the patterns were exposed in Isoflne positive and 

etched at low, 15%, CCI4 concentrations.

Ashing of resist [80] after etching has been achieved in a plasma
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discharge of N2/O2 in an atmospheric ratio. Using the same parallel 

plate reactor, air was bled into the system through a silica gel 

drier and a 0.25ua aperture Millipore filter (see Figure 2.5.2). 

Figure 2.7.5 demonstrates that 50-60 nm/min removal rate of Isofine 

positive is possible using this method. In comparison the removal of 

Isopoly negative is more difficult, 20-30 nm/min, this being another 

indication of the increased hardness of a negative resist. No 

degradation of the underlying Al/4% Cu layer was noticed. Indeed, it 

was hoped that formation of an oxide layer in this manner would be 

beneficial in reducing the effect of pinholes in the Si02 insulation 

and de-scum and passivate the substrate. In practice both corrosion 

and residue problems remained due to the higher pressure of the 

ashing plasma and therefore reduced milling effect on the target. 

Final passivation of the samples was achieved by a 280nm top layer of 

Si02. The ashing process does have the advantages of being 

non-critical and performed in-situ, removing a handling step.

2.8 Current-Accessed Circuit Test Equipment

The test devices were Intended to be studied dynamically using 

the high speed stroboscopic sampling system [38] and video measuring 

equipment [81] previously described. As the existing bubble 

controller [82] is only for conventional field-accessed devices, a 

current-accessed drive and bubble nucleator were constructed. The 

controller specifications required a four-phase clock capable of 

supplying 0-1 Ampere currents from D.C. to 10 MHz, and a bubble 

nucleator capable of generating an eight bit bubble pattern with 

200-400mA pulse currents. In addition, a probe card was Incorporated



Fig.2.7.5 Etch rata o-f electron beam resist in
nitrogen/oxygen plasma.
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in a microscope stage for easy insertion of the 7mm x 7mm test 

devices. Photographs of the controller and probe card are shown in 

Figure 2.8.1 and the controller circuit diagrams are Included in 

Appendix 2.5.

The clock generator circuit was designed to provide a four-phase 

clock from an external one of twice the frequency. The design is 

non-synchronous and care has been taken to ensure switching of clock 

edges at non-critical times to avoid spurious output. Features of 

the design include on/off (SI), forwards/backwards (S2), and 0*/50* 

overlap (S3). The latter permits a 50* overlap between adjacent 

pulses and is intended to assist bubble propagation by repelling the 

bubble from its previous potential well, as the subsequent one 

becomes available.

The bubble nucleator generates an eight bit bubble pattern by 

passing a current through an on-chip hairpin nucleator. The bit 

pattern is manually set (S5-S12), loaded by a divide-by-eight counter 

(IC11) and used to trigger one of two monostables (IC9(b)). The 

input trigger is gated with a second monostable (IC9(a)) and 

adjustment of both monostable pulse widths (VR1, VR2) can set not 

only the nucleate pulse width but also a delay from the input clock 

trigger. Additional features include adjustable output current 

amplitude (VR3), enable/disable (S14) and choice of triggering clock 

pulse (S4).

The pairs of clock outputs corresponding to the two conductor 

layers are output to the device via two push-pull current amplifiers. 

A variable (VR4, VR5) 0-1A output pulsed current is obtained. The 

circuit has been tested in the 0-10NHz 0-1A range. Although at the 

top of the frequency range at maximum current the waveforms become
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F i g . 2.8.1 (a) The probe card, (b) The current-access 
bubble memory controller.
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slightly degraded, it was considered perfectly adequate for devices 

of up to twice the cross-sectional width of the Initial test devices 

(see section 2.2).

A probe card (Wentworth Laboratories Limited) was incorporated in 

a microscope stage to facilitate testing. The stage is hinged for 

easy insertion of samples and includes water-cooled bias coils. The 

fourteen probe pins are arranged such that three pins per probe are 

available for the high current-drive inputs.

2.9 Discussion and Summary

A process for delineating current-access propagation patterns in 

Al/4% Cu has been established, entailing Electron Beam Lithography 

and RIE using CCl4-Argon gas mixtures. An anisotropic etch profile 

was obtained enabling lum lines to be delineated although corrosion 

and residue presented some problems, see Figure 2.9.1. Sub-micron 

features were fabricated although, in general, the electron resist in 

those regions was underexposed as there was no proximity-effect 

correction [83] of the patten data l.e. adjustment of the exposure 

charge density at pattern edges. Using an N2/O2 plasma to remote the 

resist did alleviate some of the residue and corrosion problems 

although it was essential immediately to coat the devices with a 

final SIO2 passivation layer. A flowing N2 glove box over the RIE 

reactor would have helped prevent the samples from coming into 

contact with the atmosphere and is highly recommended for future work 

using this system.

Figure 2.9.2 and Figure 2.9.3 illustrate two typical devices 

fabricated. The limiting factor of all devices fabricated was the
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obtained with the RIE process.



Fig.2.9. la 1/u m linas etched in A1 /4% Cu. The resist 
(Isopoly negative) has not been removed and 
there is considerable corrosion and residue.

Fig.2 . 9 . lb As above. An a n i sotropic etch profile is
obtained with the RIE process.



Fig.2.9. la 1/um lines etched in A1 / 4'/. Cu. The resist
(Isopoly negative) has not been removed and 
there is considerable corrosion and residua.

Fig.2.9. lb As above. An anisotropic etch profile is
obtained with the RIE process.



Fi g . 2.9.2a An example of the current — accessed devicis 
fabricated. Alignment between layers is poor 
but corrosion and residue are minimal.

Fig.: 7.2b As above illustrating the good step coverage
obtained by sputter deposition.



Fig.2.9.2a An example of tha currant — acceaaad devices
fabricated. Alignment between layers is poor 
but corrosion and residue are minimal .

Fig.2.9.2b As above illustrating the good step coverage
obtained by sputter deposition.



Fig. 2.9.2a An example of the currant - accessed davicaa 
fabricatad. Alignment batwaan layara is poor 
but corroaion and raaidua ara minimal.

Fig.2.9.2b Aa abo v e  illustrating t he good step coverage
obtained by sputter dapoaition.



Fig.2.9.3a A further example of tha fabricated davices. 
Again aacond layar alignaant la poor.

Fig.2.9.3b Tha ganarator aaction of tha abova aampla. Tha
larga ‘hillock* formation ia attributed to tha 
poor thermal contact of tha aubatrate holder 
during aputter depoaition.



Fig.2.9.3a A further example of the fabricated devices.
Again second layer alignment is poor.

Fig.2.9.3b The generator section of the above sample. The 
large 'hillock' formation is attributed to the 
poor thermal contact of the substrate holder 
during sputter deposition.
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poor alignment of the second layer. This was due to the rather poor 

quality of the registration pictures obtained from the EBN in SEN 

node and its somewhat temperamental operation at the time of this 

project. This was due to a number of reasons. The beam deflection 

in SEM mode was non-linear giving significant picture distortion. 

The beam blanking at flyback was not effective resulting in severe 

loss of picture contrast. In addition, due to the physical 

dimensions of the exposure chamber, the electron detector was 

positioned at a distance from the exposure area which was too great 

to give an acceptable signal-to-noise ratio. Subsequently a new 

exposure chamber has been constructed by Pickard of this Department 

with provision for a backscattered electron detector (K. E. 

Developments Limited). This has now been fitted to the EBM greatly 

Improving the quality of registration pictures. Misalignment is not 

expected to present a problem to future work [84]. However the 

devices fabricated were aligned to no better than 2nm (* xx) and were 

not expected to work at anything other than quasi-static state at 

best.

By far the most difficult fabrication process was the RIE of 

Al/4* Cu. The etch was not very reproducible due to the difficirltles 

of oxide removal and required a reasonably high quality vacuum. In 

addition an unacceptably large proportion of the project time was 

spent on vacuum maintenance due to the highly corrosive nature of 

CCI4 and its detrimental effects on vacuum seals and pumping fluids. 

The main benefit of RIE, the ability to increase the selectivity 

between mask and metallisation layer, was not realised for this 

process. RIBE would not necessarily improve any of these factors. 

The reproducibility of the etch could be Increased if gas flow
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controllers maintaining an accurate gas composition were used 

together with end-point detection although this would increase the 

basic reactor cost by a factor of six and in no way improve the 

vacuum system reliability. An alternative which should seriously be 

considered for future work is ion beam milling with an inert gas such 

as Argon. This would remove the system reliability problems 

associated with CCI4 operation and would give selectivities of the 

same order as those obtained. A conceivable problem with ion milling 

is the inability to discriminate between etched layer and underlying 

material. However, as the etch rates of aluminium and oxide are 

similar, the reproducibility of the etch could be maintained without 

end-point detection, In addition, the corrosion and residue problems 

would be removed. A final Si02 passivation layer would still be 

desirable. The disadvantage is the high cost of a sufficiently 

powerful ion source although it should be mentioned that such a 

system would not be limited to any one etching process, as is the RIE 

of Al/4% Cu using CCI4, and therefore the cost could possibly be 

shared with alternative projects requiring high quality lithography. 

Furthermore the price of such equipment is falling as it becomes more 

widely used in industry and may well prove a cost-effective solution 

in the future.

In conclusion, the limiting factors to device fabrication were 

the poor alignment of second layer and the difficulty of RIE using 

CCI4. Steps have subsequently been taken to improve alignment and 

this is no longer considered a problem. RIE of Al/4% Cu has been 

demonstrated to be possible although the process, using the equipment 

available, was unreliable and unreproducible. A non-reactlve 

lon-milling process would appear more attractive for this type of
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lithography, 

ashing gave 

recommended.

The remaining processes, sputter deposition and resist 

good results and there Inclusion In future work Is 

The test devices fabricated were not of a sufficiently

high quality to be tested.
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CHAPTER III

VERTICAL BLOCH LIME MEMORY

3.1 Introduction

For many years now it has been known that vertical Bloch lines 

(VBLs) could be injected into a domain wall [86] and that VBLs are 

controllable and movable within the domain wall [87]. It was not, 

however, until Konishi [10] conceived a method of detecting VBLs that 

the concept of using them in a stripe domain wall as a form of serial 

storage was proposed. Although such a device is likely to share 

certain common features, materials and fabrication processes with 

conventional bubble devices and as such is naturally regarded as a 

development or offshoot of bubble technology, it should be stressed 

that the basic storage mechanism is quite different. Because the 

wall structure is intrinsically of a finer scale than the volume of a 

domain, substantial increases in storage density over bubble memory 

are anticipated. The concept of coding data using domain wall 

structures is, however, not new. Schwee [88] proposed using the 

presence or absence of "cross-ties" in films thin enough to support 

both Bloch and Neel walls to represent binary information. VBL 

memory uses a material with a comparatively low magnetisation and 

with lower demagnetising effects so that smaller structures are 

possible. Also, the bubble "lattice" memory [13] use different 

domain wall structures to code data and although increases in storage



density over conventional bubble memory are possible the basic 

storage mechanism uses a domain to denote only one bit as opposed to 

thousands of bits per domain for VBL memory.

The proposed chip architecture for VBL memory is similar to the 

major-minor loop organisation of a bubble memory. The main storage 

area, i.e., the minor loops, are made of stripe domains where the 

presence or absence of a pair of negative VBLs in the stripe domain 

wall denotes binary information. VBL pair bit position is defined by 

a periodic in-plane field potential well and a perpendicular drive 

field provides a gyrotropic force to propagate the VBLs around the 

stripe domain wall. The major loop comprises a bubble propagation 

track with a nucleator, detector, and bubble-VBL read/write gates. 

At the time of writing, a device including all three basic functions, 

write, propagate and read, has not yet been produced although the 

individual functions have been experimentally confirmed [89 - 90] in 

work associated with the initial VBL memory proposal of Konishi. In 

addition, Hidaka and Matsutera [91] have demonstrated that shallow 

ion implantation can be used to define VBL bit positions and Klein 

and Engemann [92] have shown that the stripe domains, i.e., minor 

loops, may be confined by local material thinning. Wu and Humphrey 

[93] have fabricated a VBL write gate which demonstrated good 

operating margins and although as yet a fully operational read gate 

has not been fabricated it is anticipated to be similar in design to 

the write gate. One of the greatest problems for experimental work 

on VBL memory is the difficulty of observing such fine structures. 

By far the most practical method of determining Bloch line position 

is by disturbing the wall with a perpendicular pulse field [87] or 

field gradient [94] and observing the wall distortion associated with

-9i*-
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the low mobility of a region of wall containing Bloch lines. This 

method suffers from the drawback that to distort the wall 

sufficiently to be observed by polarised light a comparatively large 

force has to be applied, thereby disturbing the very structure that 

is to be examined. Consequently the resolution is somewhat limited. 

Fortunately, bubble wall physics has been extensively developed over 

the past decade and the static and dynamic characteristics of Bloch 

lines can be mathematically predicted with a high degree of 

confidence. It is by such device modelling that much of the early 

research on VBL memory is being undertaken and the design of

experimental devices being achieved.

In the following sections the detailed operation of VBL memory is 

discussed. Many of the ideas presented have resulted from group 

research in the Department of Electrical Engineering at Kyushu

University to which the author contributed. When it is possible to 

identify the contributions of other individuals, credit is given to 

specific members of this research group. A simple model of a VBL is 

used to compare forces acting on a VBL and thereby project 

theoretical performance. Possible chip architectures, problems and 

future developments are explored and in conclusion the usefulness of 

such a device is examined.

3.2 VBL Memory Operation

3.2.1 The write process

To write one bit in a stripe domain wall a pair of negative VBLs 

is injected by the punch-through process discussed in Chapter 1.



-96-

Consider the azimuthal angle of magnetisation, «, at a stripe head as 

it expands In a perpendicular field, Hz. Equation 1.3.17 states that 

♦ will precess around Hz. If the chirality of the wall and polarity 

of Hz are such that • will increase as shown in Figure 3.2.1, at a 

critical Hz a portion of the wall will prefer the minimum energy 

contour of B as opposed to the original contour, A, and a HBL will 

nucleate. As the stripe head continues to expand a gyrotropic force 

acts on the HBL propagating it to the opposite surface in a 

similar manner as that discused with respect to VBLs in Chapter 1. 

If Hz is increased further, the HBL will punch-through at the

surface, totally reversing the chirality of the stripe head and 

leaving VBLs of opposite polarity on either flank of the stripe 

head. The critical wall velocity for punch-through is given by [45]

vp * 24 rA/OiK*) ....3.2.1

The positive and negative VBLs at the stripe head are an unwinding 

pair which could recombine, and so to create a stable winding pair 

(representing one bit of data) the positive VBL is replaced by a 

negative VBL using a chopping process. This is illustrated in Figure 

3.2.2. A negative VBL is included in the initial stripe head making 

both flanks symmetrical as will be discussed later. After 

punch-through, (c), the positive VBL is placed at the stripe head and 

the head of the stripe is removed by a chopping action, (e-f). The 

direction of magnetisation in the merging walls, e, is such that a 

negative VBL is formed by the chop. It is for this reason that 

negative as opposed to positive VBLs have been defined as information 

carriers. The final stripe, f, now has an additional pair of
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Fig. 3.2.2 Tha VBL write proceaa by expansion
chopping tha atripa haad. (Sea Fig.3.2.8 
explanation of in-plane field in (a).)

JOHN RYLANDb
UNIVERSITY 
LIBRARY OF 
MANCHESTER

and
for



-99 -

negative VBLs or a logical ' 1'. To write a logical zero the stripe 

head is simply prevented from expanding. To swop old data for new 

the VBLs are positioned at the stripe head and removed by a chopping 

action before new data is written.

A practical method of controlling stripe head expansion [10] is 

shown in Figure 3.2.3. The mutual repulsion between a bubble domain 

in a major line and the stripe domain comprising the minor loop will 

prevent the stripe head expanding. The presence of a bubble is 

thereby converted to the absence of a VBL pair. A meandering 

conductor for stripe expansion and a pair of chopping conductors, 

shown in Figure 3.2.4, as in the design of Wu and Humphrey [93] 

provide the necessary fields for VBL generation. Wu and Humphrey's 

VBL write gate also has an asymmetry in the expander meandering 

conductor which deflects the stripe head, on expansion automatically 

positioning the positive and negative VBLs on opposite sides of the 

chopping conductors. A further point to notice from Figure 3.2.3 is 

that the major line period should conventionally be four times the 

bubble diameter or twice the stripe domain equilibrium period. 

However, this would halve the potential storage density. One 

possible solution might be to fold the stripe domains in much the 

same manner as minor loops are folded in conventional bubble devices 

although this could create difficulties in propagation and 

fabrication as will be discussed later. A much more attractive 

alternative is shown in Figure 3.2.5 where two major tracks are 

combined with alternate stripe domains to create two major-minor loop 

memories which operate in parallel. Inherent in this Interleaved 

design is that both the VBL write and read gates be similar, a 

consideration which will be covered in the read section.



Before expansion

Fig.3.2.3 Conversion of a bubble to the absence of VBL 
by mutual repulsion between stripe and bubble domains.
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Final ly, it should be Mentioned that there are a number of 

combinations of mall chirality and Hz polarity which will expand or 

contract, or cause punch-through at the top, Z»h, or bottom, Z=0, 

surface. It is fairly obvious that an expanding pulse is preferable 

to a collapsing one as the large fields necessary to cause 

punch-through and a domain chop should be as far from the VBL-coded 

data as possible to maintain data integrity. It may well be 

advantageous to choose chirality such that punch-through occurs on 

the top surface, closest to the expanding conductor, although it is 

doubtful if any significant saving in power dissipation would be 

achieved.

3.2.2 VBL propagation

VBLs may be propagated in a stripe domain wall by applied 

perpendicular pulse fields or in-plane field gradients. Consider 

first the effect of an ln-plane field, Hip, acting parallel to a 

domain wall as in Figure 3.2.6. Each VBL is symmetrical about a 

section of Neel wall at the VBL centre of area equal to the domain 

wall cross-sectional area, upon which the in-plane field will exert a 

force per unit area of *2M Hip. (See also section 3.3). The VBL 

pair in Figure 3.2.6a will therefore be compressed with the direction 

of Hip shown. This can also be seen from the overall wall energy 

which is minimised if the region of wall between the two VBLs, with 

magnetisation in opposition to Hip, is minimised. Similarly the VBLs 

will separate for Hip of opposite polarity. It is likely that a 

small static in-plane field bias will be used to compress the VBL 

pairs and that local in-plane fields will separate VBL pairs using
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conductors as in Figure 3.2.6c for the read function of Konishi [10]. 

Should Hip vary as a function of position along the domain wall, as 

in Figure 3.2.6b, the VBL pair will tend towards the minimum Hip. 

Propagation of VBLs could therefore be obtained by a travelling 

in-plane field potential well caused by current-carrying conductors 

or apertured sheets. Such a structure Bay Indeed prove useful in the 

early developnent of devices but the fabrication tolerances and power 

dissipation would probably be unrealistic at optinum device 

densities. A periodic in-plane field potential well structure 

defining the bit positions and a perpendicular drive field providing 

a gyrotropic force sufficient to propagate a VBL pair out of one 

potential well and into the next is a wore likely arrangewent. Such 

a potential well again could be produced by current-carrying 

conductors although a passive structure using shallow ion 

laplantation, as discussed by Hidaka and Hatsutera [91], would be 

wore desirable. Ion implanted stripes, as shown in Figure 3.2.7 are 

exposed orthogonal to the stripe domain, Inducing an in-plane 

wagnetic anisotropy field which stabilises the VBL pair. The domain 

wall magnetisation Immediately under the implanted region is exchange 

coupled to the in-plane magnetisation of such capping layers and can 

Induce a reversal of magnetisation within a VBL, i.e. a Bloch point. 

Obviously the implantation must be much lower than that for Bloch 

point injection or VBL annihilation will occur at the interface 

between the implanted layer and underlying garnet as discussed in 

Chapter 1. Hidaka and Hatsutera also found that a small in-plane 

field (< 10 Oe) parallel to the stripe domains helped to make the 

in-plane magnetic anisotropy unidirectional, thereby reducing VBL 

pair propagation errors. Application of an in-plane static field
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also Induces a potential Nell at the stripe head. With reference to 

the structure of Figure 3.2.8, the component of Hip tangential to the 

domain wall is aaxiaua on the stripe flanks and zero at the stripe 

head. The stripe head is therefore a stable position for an Isolated 

(or odd number of) VBL which is one of the considerations for 

aalntainlng a VBL at this position. The symmetry of the wall 

magnetisation between VBL pairs on opposite flanks of a stripe 

including a VBL at the stripe head is also advantageous 

considering the symmetry of the very simple potential well structure 

of Figure 3.2.7.

An externally-applied perpendicular field pulse will Induce a 

gyrotropic force on the VBLs and hence circulate them around the 

stripe domain wall. It should be remembered that it is the effective 

field on the domain wall resulting from demagnetising and wall energy 

effects as well as the applied field that provides the gyrotropic 

force. While the applied field is removed an effective field of 

opposite polarity is being induced and the VBLs tend to return to 

their original positions. The gyrotropic force on a VBL is given by 

equation 1.3.32 and is proportional to the domain wall velocity. 

To produce a net forward motion of the VBLs the perpendicular field 

is shaped as in Figure 3.2.9 with fast rise and slow fall times to 

give a high forward gyrotropic force to propagate a VBL pair out of a 

potential well and a low backward force insufficient to return the 

VBL pair to its original position. The magnitude and shape of the 

drive field has been the subject of extensive computer simulations of 

domain wall motion [95 - 97] which at present indicate that the 

typical values of Figure 3.2.9 are suitable for propagation of VBL 

pairs in Sum bubble garnets with in-plane field potential wells of
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1-2 Oe In Magnitude. A comparatively long constant drive field was 

found to be necessary to allow the wall to reach an equillbriua state 

[95]. This is discussed in lore detail in section 3.3.8.

Reverse propagation can be obtained by using a slow rise and fast 

fall time for the pulse shape of Figure 3.2.9 or by reversing the 

drive field polarity. If bidirectional propagation is to be 

practical, the doaain wall displacement during both forward and 

reverse VBL motion should be in the same direction so that the drive 

field amplitudes are the same. Reversal of drive field rise and fall 

times, as opposed to drive field polarity, is therefore preferable 

for reverse propagation (see also section 3.3.9).

As the VBL velocity is approximately proportional to the wall 

velocity, equation 1.3.31, it was originally anticipated that the VBL 

pair displacement could be restricted to one bit position by 

confining the total wall displacement with a physical barrier such as 

an ion milled step in the garnet [98]. This would suggest that the 

rise time and maximum amplitude of the perpendicular drive field 

would be non-critical. However, as the wall displacement is very 

much less than the VBL displacement this would entail fabrication 

tolerances less than that for bit position structures. The drive 

field rise time was also found to be critical in propagating random 

bit patterns [96]. Consider a stripe domain with one straight wall 

section containing a large number of VBLs and the other containing 

none. If the drive field rise time is very fast, < 10ns, the stripe 

domain will quickly reach an equilibrium state by moving only the 

soft wall which has a high mobility and therefore the gyrotropic 

forces on the VBLs are minimal. At present a 50-150ns rise time, as 

shown in Figure 3.2.9, is considered suitable for typical 5um bubble 

garnet materials [96].
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The most promising technique for stabilising the stripe domain 

minor loops now appears to be by material thinning as studied 

experimentally by Klein and Engemann [92] and Included in the 

simulations of Matsuyama et al [97], Arnaud and Boileau [99] 

suggested the use of ion implantation to confine stripe domains 

although Bloch point injection becomes a danger in such a scheme. A 

groove of up to 50» material thickness and 50» of the zero-field 

stripe width, positioned inside the stripe domain, will stabilise the 

stripe at zero-field stripe width in the presence of a collapsing 

perpendicular bias field. The bias field is necessary to stabilise 

the bubble domains in the major loop. The propagation of VBL pairs 

under the collapsing pulse field of Figure 3.2.9 has been 

theoretically demonstrated [96]. Propagation through the stripe head 

is expected to be more difficult than that in the straight wall 

region and although again it has been examined theoretically [92], 

operating margins are still to be improved. The reasons for this are 

twofold. Firstly, the stripe head represents a potential well for 

VBLs, which has to be overcome if the VBL pair is to propagate from 

one straight wall region to the other. Although this could be done 

by using the stripe head as a bit position itself, it is not 

desirable as it complicates the design of Konishi's VBL-bubble gate 

at the stripe head. Secondly, the distance that a VBL pair has to 

travel to pass the stripe head is much greater than the bit period in 

the straight wall region. The domain wall at the stripe head must 

therefore be displaced a greater distance than that in the straight 

wall region. While this may be possible at the stripe head it is not 

possible round a curved wall region in a folded stripe domain, and so 

a folded loop major-minor organisation is not considered practical in
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thls application. Matching operating margins for the straight Nall 

region and the stripe head is a difficult but not Insurmountable 

problem [97].

Use of orthorhombic garnets Nith a large in-plane anisotropy has 

been suggested as a possible method for stabilising the stripe 

domains 1100], The stripe domains align parallel to the ln-plane 

easy axis of magnetisation without the need for a fabricated 

structure. In addition, the damping parameter of typical 

orthorhombic garnet materials is very low, < 0 .01, which suggests 

that large increases in speed of operation may be possible. However, 

the large in-plane anisotropy is likely to exacerbate the difficulty 

of propagation through the stripe head.

3.2.3 The read process

The read function as proposed by Konishi uses the principle that 

the direction of wall magnetisation changes by # around the stripe 

head in the absence of a VBL and by 2» with a VBL at the stripe head. 

Nall magnetisation on opposite flanks of a stripe head is therefore 

parallel or antiparallel depending on whether or not there is a VBL 

at the stripe head, and hence there is a difference in the energy 

required to merge the two configurations of walls when the stripe 

head is chopped. Figure 3.2.10 demonstrates the operation of the 

read function. The stripe head is expanded to a region well removed 

from the storage area, probably by a meandering conductor similar to 

the write gate. The VBL pair, if present,is separated by a local 

in-plane field created by, for example, current carrying conductors 

as shown in Figure 3.2.10c. If a VBL pair was present there is,
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Fig.3.2.10 The read process as proposed by KonishidB).
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includlng the resident VBL at the stripe head, two VBLs at the stripe 

head and the wall Magnetisation on opposite flanks is antiparallel, 

see Figure 3.2.lOd. If the stripe head is chopped, again by current 

carrying conductors, the increase in exchange energy between the 

■erging walls will aake the chop coaparatlvely difficult. In the 

absence of a VBL pair the Merging wall Magnetisation is parallel, 

with a reduced exchange energy, and the stripe head is easier to 

renove. In this Manner the absence of a VBL pair is converted to the 

presence of a bubble donain which can be propagated down a major 

track and detected using a standard Magnetoresistive detector. The 

dlscrlninatlon between chop and no chop has been shown to be 

reproducible with operating Margins of greater than 20* [89],

although as yet a fully-functioning read gate has not been 

fabricated. When a bubble is removed froa the stripe head the

direction of Magnetisation in the Merging walls is such that the 

isolated negative VBL is replicated in the new stripe head, see 

Figure 3.2.lOe. In the presence of a VBL pair the stripe head is not 

reaoved so the nuMber of VBL pairs is unchanged. The process is 

therefore a non-destructive readout.

An alternative readout scheme which has been recently suggested 

[101] is simply to expand the stripe domain head and remove it by 

chopping without the difficulties of VBL Manipulation. The removed 

bubble would therefore have a different winding state (number of 2* 

rotations in wall Magnetisation around the circumference) depending 

on the presence or absence of a VBL pair in the stripe head at the 

tine of chopping. Detection would necessitate the Inclusion of a 

state di8crlnlnator and annlhllator in the najor track before

Magnetoresistive detection of the selected bubble state. However, as
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the VBL pair is a removed from the host stripe doaaln this aethod is 

a destructive readout. While a non-destructive process is aore

desirable, should the aanlpulation of VBL at the stripe head prove 

aore difficult than at present anticipated this technique Mill

provide a viable alternative. It should be aentioned that such an 

enforced chop will be necessary before the write process since the 

replaceaent of old data in the stripe doaain with new data will

require the initial reaoval of existing VBL pairs. In either case

the read function is controlled by an expansion and chop of the 

stripe doaain. functions which are inherent in the write process, and 

so the interleaved major-alnor loop architecture of Figure 3.2.5 is 

realistic.

3.2.4 Summary

The concepts and difficulties involved in the fundamental 

functions of write, propagate, and read for VBL aeaory have been 

outlined. Although research on such a aeaory is in the eleaentary

stages and as yet a fully functioning VBL aemory does not exist, no 

aajor flaws in its conception have been identified. Coaputer 

simulation has been used extensively to formulate the initial design 

of device structures and operations. In the succeeding sections 

device performance and usefulness are examined.

3.3 Projections of Performance

3.3.1 Introduction

For this discussion we assume a simplified model of a domain wall



to consider some of the Material requirements that would tailor a 

typical bubble garnet film to the specific needs of VBL Memory. A 

VBL is represented as a point magnetic charge and we consider the 

ln-plane field coaponent parallel to the wall arising from 

convergence (or divergence) of magnetisation in the flanking Bloch 

wall regions.

This so called 'o-charge' gives rise to a non-local effect which 

interacts with similar poles at different positions on the wall. If 

we consider a VBL as a point with regions of wall magnetisation angle 

♦w*0 and * on either flank, then the magnetic moment of the VBL is 

simply 2M. Including the wall width, »A0, and the material 

thickness, h, then the total magnetic charge, m, is given by 2#MAoh. 

m is assumed to be a point charge as opposed to a charge distribution 

which would require a more detailed study, and the variation of 

charge through the thickness is Ignored. (This latter point will be 

considered in conclusion). The magnetic field parallel to the wall 

at distance r resulting from this point charge is m/r2, and the 

force acting on the charge due to a magnetic field H is m.H.

3.3.2 Attractive force between VBL pairs

Consider the effective field resulting from a pair of negative 

VBLs as shown in Figure 3.3.1. The field at p, a distance x from the 

centre of the VBL pair, is

H(p) 2M*&oh 1 1

( X + #A\2 lx -
‘■l 2 ' " 2 '

....3.3.1
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VBL magnetic charge, m = 2MnAoh 

Field due to charge, H = m/r2 

Force on point charge, F = m.H

Fig.3.3.1 VBL pairs in adjacent bit positions at a 
separation r.
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■ -4#MA0irA h/x3 ....3.3.2

for the VBL spacing, #A, «  x. With reference to Figure 3.3.1 the 

attractive force on a pair of VBL a distance r froa the initial pair 

i8 given by,

Fatt * 2wMA0h H(pj) - 2wMA0h H(p2) ....3.3.3

Therefore,

Fatt 2trNAgh.irA. 6H
6x x=r

which from equation 3.3.2 is

Fat t  = 24tr4M2Ao2A2h2/ r4

Substituting Aq = 1/2Q 

and a = 1/2^5

the attractive force between VBL pairs is,

....3.3.4

....3.3.5

....3.3.6

....3.3.7

e»» ■ 3.3 *
Q2 r4

3.3.3 Potential well restoring force

If we assuse a sinusoidal potential well of the form
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---3.3.9
r

then in a similar manner to equation 3.3.4 the restoring force on 

a VBL pair is

which is a maximum at x = r/4 and x = 3r/4. Ideally as Fatt « 1/r4 

it would be preferable to have the maximum restoring force at x = 0 

and x = r, hence reducing the required amplitude of Hn and thus the 

magnitude of the drive field. A simple solution would be a 

triangular potential well [91]. For the present, however, we shall 

consider the case of maximum restoring force at x = 0,r and with the 

substitutions of equation 3.3.6 and 3.3.7,

3.3.4 Drive field gyrotroplc force

The gyrotropic force associated with a perpendicular drive field 

is more difficult to define as it is directly related to the density 

of VBL in the domain wall. The gyrotropic force on a VBL is,

Fr = -2#2MA0Ah Z2 _ H„ sin X ...3.3.10
r r

FRmax c 2w2MA0Ah2irHm/r ...3.3.11

. ..3.3.12
Q r

2*M .3.3.13
y
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vy is the domain wall velocity which fro* the mobility of a 'hard' 

wall (i.e., r * 2#A) is,

vy * cc7û 0Hz ... .3.3.14

where Hz is the sum of perpendicular components of effective fields, 

i.e., demagnetising, wall curvature and applied fields. Our initial 

assumption for Fatt however was that r »  *A which would suppose that 

the wall would move at a higher velocity although not that of a 

'soft' wall given by,

vy = Hz ___3.3.15
oc

As a «  1 there would appear to be a considerable uncertainty as to 

the magnitude of the gyrotropic force (although this may be estimated 

by numerical solutions of domain wall motion [95]). Combining 

equation 3.3.13 and 3.3.14 one can however say that this force is in 

excess of,

Fgmin = 2*M«A0hHz ___3.3.16

---3.3.17
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3.3.8 Material consideration»

The principle requirements of VBL memory are that the bit period, 

r, is small thereby maintaining a high density, and that the 

gyrotropic force for propagation is low so that the drive field 

magnitude is minimised. To satisfy these conditions. Fatt «  FRmax 

and FRBax «  Fgnii,. While comparing these three forces, equations 

3.3.8, 3.3.12 and 3.3.17, 1 can be taken as Sw/8 and the exchange 

constant A can be assumed constant at approximately 2 x 10'7 erg/cm. 

Immediately obvious is that a low h (■ 3-41), high Q (»4) material 

reduces the relative effect of Fatt and that a high a (« 0.1 - 0.2) 

increases Fg,,!,,. This latter one would Intuitively expect as large 

damping decreases both domain distortion and large VBL oscillatory 

effects during propagation [95]. The upper limit on a can be seen 

from the ratio of VBL velocity to wall velocity (equation 1.3.31).

vwall/vVBL = constant.a ....3.3.18

i.e., a large damping increases the ratio vwa^/vveL increasing the 

required wall displacement and thus Hz (remembering that Hz is an 

effective field resultant from drive, demagnetising and wall bending 

effects). The criterion of high Q is straightforward as one would 

require large Q to maintain domain stability (see section 1.3.1). A 

possible disadvantage of a thin material (h ■ 3-41) might be in 

detection (magnetoresistive detection of bubble domains), although as 

it is only the detector which will be fabricated from permalloy then 

a thln-film detector with high signal-to-noise performance can be

employed.
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In summary therefore, to estimate storage density in the 

following section we shall consider a material with a * 0.1, Q * 4, 

h = 41, 1 » S^/8 and A - 2 x 10"7 erg/cm.

3.3.6 Data storage density

It would clearly be desirable to have FRmax »  Fatt not 

only to ensure stability of the bit positions, but also for 

successful propagation of a random bit pattern. Taking therefore 

FRmax “ 10 Fatt and combining equations 3.3.8 and 3.3.12, a 

relationship between potential well depth (Ha) and bit period:stripe 

width ratio (r/Sw) can be obtained as shown for various stripe widths 

in Figure 3.3.2. The expected potential well depth for decreasing 

stripe width is shown approximately as an arrow from which an 

estimation of the bit period can be made. The position of this 

arrow, i.e. the potential wall depth, is rather uncertain as yet. 

However, assuming a potential well of approximately 1.5-20e for 5um 

bubble garnet materials, as dlscused by Matsuyama et al [96], it 

would be reasonable to predict that this would scale approximately as 

a function of 1/h and, therefore, 1 /Sw as it is the 

thickness-averaged ln-plane field that is being considered. As 

shown, this corresponds approximately to the 'knee' of the curves. 

As expected, potential well depth increases sharply with decreasing 

bit period and the corresponding densities (= 1/r x Sw bits/cm2) vary 

approximately as a function of 1/SW2. (See Figure 3.3.3).

A more detailed estimation of VBL magnetic charge, accounting for 

the variation of *w through the thickness, gives a reduction in the 

o-charge. With reference to the three-dimensional VBL of Figure
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Fig.3.3.2 Potential wall dapth aa a function of bit
pariodiatripa width ratio for stripa widths of 
a) 5.0 pm, b) 2.5 /tm, c) 1.0 ¿tm, and d) 0.5 

^m. Tha position of tha arrow shows the 
axpactad potential well depth.
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Fig.3.3.3 Data storage density as a function of 1/Bw
for a) the simple charge model, b) the revised 
charge model accounting for charge variation 
through the material thickness, and c) r - 
(B.BSw.
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1.3.6, the Magnetic moment of the head and tall of the VBL Is zero 

rising to a maximum of 2N at the centre of the film thickness. The 

Magnetic Moment at a given thickness is given froa equations 1.3.10 

and 1.3.12 as

* 2M cos ■= 2M / (1 - X(ln(Z/(h-Z) ) f ‘ ___3.3.19

The thickness-averaged Magnetic moment is given as

he2/
2M
~h

1+e2
J  1 - X (lnlZ/ih-zHT2 dZ ___3.3.20

h/l+e2

which is 1.28M or 64\ of that used in the original Model. Using the 

same argument as above the corresponding theoretical density is 

plotted as curve (b) in Figure 3.3.3 and is seen to approach 

500 Mbits/cm2 for 0.5um stripe width. The original point charge 

model would therefore appear to be conservative and in practice some 

gain in density would be achieved. However, as a rule of thumb, bit 

spacing of the order 0.8Sw (four times the VBL pair width) could be 

used. This aay be considered somewhat analogous to the required bit 

spacing of four times the bubble diameter in a conventional bubble 

device, although in that case the relevant force is repulsive. The 

density derived in these calculations is a factor of four smaller 

than that originally anticipated [10, 101], although it does not 

exclude the possibility of Gbit single-chip devices using chip areas 

comparable to those of today's bubble Memories. In comparison to a 

conventional bubble Memory cell area, 16Sw2 , an increase in density
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of twenty-fold is expected as shown in Figure 3.3.4.

3.3.7 Fabrication Requirements

The features in a VBL memory to be fabricated are a 

current-access aajor track with a bubble detector and nucleator, VBL 

bit potential wells, stripe domain stabilisation grooves, and VBL 

write/read gates. Of these, the major track, including the detector 

and nucleator, and the write/read gates are concerned with the 

■anipulation of domains either in the form of bubbles or the stripe 

heads and the fabrication requirements should be not so stringent as 

elsewhere. Typically, dual-layer apertured-conductor minimum

linewidths and alignment are of the order of Sw and the VBL write 

gate of Wu and Humphrey has a minimum llnewidth of 1.25Sw which it 

would seem reasonable to assume would be similar for a read gate. 

This write gate does however have an asymmetric feature for 

deflection of the stripe head during expansion corresponding to a 

minimum feature size of about 0.5Sw, although the tolerances on this 

are unknown. The goove for stripe stabilisation discussed by 

Matsuyama et al [97] is of width 0.5Sw although the period is equal 

to that of the stripe domains, i.e. 2Sw. Yonekura et al [102] have 

reported a novel technique for fabrication of narrow gaps as small as 

one tenth of the pattern period with a basic photolithographic 

requirement of half the pattern period. In this process, photoresist 

patterns were coated with evaporated copper and the gaps between 

patterns were reduced by the side deposition of the copper film. 

Such a technique is only possible for a simple single line structure 

as Intended for stripe stabllsation which, if used, would relax
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fabrication requirements for grooving to a minimum linewidth of Sw. 

Grooving the substrate can be achieved by ion milling (92]. The 

minor loop bit period mould therefore, as expected, be the limiting 

fabrication requirement. Using the previously-recommended bit period 

of 0.8Sw and the simple potential well structure of Figure 3.2.7 

the linewidth required for VBL potential wells is 0.4Sw. To reach 

500 Mbits/cm2 using 0.5um bubble material this would require 0.2um 

fabrication capability. While this is certainly beyond that capable 

using today's industrial fabrication techniques, it is not altogether 

unreasonable considering the very simple grating design of the 

potential well structure. The resolution of electron beam 

lithography is less than O.lum providing the pattern is as simple as 

that under discussion.

Intel's 4Mbit bubble memory has a 0.75um minimum feature size 

[103j which, if applied to VBL memory, offers the possibility of 

36Mbits/cm2. If the minimum feature size for bit period is increased 

to that for the remaining chip functions, i.e. Sw, the maximum 

density for a given fabrication linewidth capability can be obtained. 

Optimum device density is obtained, therefore, using a bit period of 

2Sw. This assumes that the VBLs will have to be displaced at a much 

greater distance than before and the drive field is likely to be of 

greater magnitude and duration than that previously discussed. 

However, if this is possible, a density of 88 Mbits/cm2 could be 

expected using a 0.75um minimum linewidth.

3.3.8 Sneed of operation

To estimate a mean time to access for VBL memory the simple
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lnterleaved architecture of Figure 3.2.5 Is assumed with a 

current-access major track of clock period taajor, and a minor loop 

perpendicular pulse field period of tBinor. If the chip is square of 

area A, stripe width Sw, and cell period 0.8Sw, then

No. of bits/major track = ....3.3.21
4Sw

and

2 J  ANo. of bits/minor loop = ___ ....3.3.22
0.8Sw

As bidirectional propagation is possible, the worst-case access time 

is when the bit is M/0.8Sw bits fro« the read gate and VA/4Sw from 

the detector with nean ti*e to access occurring at half these values. 

The read function occurs in parallel for all the minor loops and is 

not expected to be a significant factor in access times. However, 

even pessimistically assuming 0.1ms for VBL-bubble conversion, the 

mean time to access would be:

VA ✓A
Tmean * _________ x ^minor + _______ x ^major + ms ••3.3.23

2 x 0.8Sw 2 x 4Sw

Kryder [20] has stated that if the bubble mobility and the 

material coercivity are held constant for decreasing bubble diameter, 

the clock period for a current-accessed track is proportional to the 

bubble diameter. Therefore, if we assume an operating frequency of 

1 MHz for a 2um bubble diameter [28] [30] then for Sum and 0.5um
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bubble diameters, tBajor Is assumed to reduce from 2.5wm to 0.25us.

To estimate the minor loop clock period the relaxation time of a 

domain wall has to be calculated. In section 1.3, the effective 

field acting on a domain wall was discussed for a bubble domain, 

equation 1.3.2. For a regular stripe array, as in the minor loop

storage area in VBL memory, the domain walls may be assumed to be 

straight (o0/r = 0 ) and for small wall displacement, y, in a bias 

field, AH, the equilibrium stripe width, Sw ± 2y, is obtained when

where Hj is the demagnetising field from the stripe array. This 

implies that there is a restoring force of 2NH(j acting on the domain 

wall.

An approximation to the demagnetising field, valid for Sw »  h, 

can be obtained using the equivalent current model (see section 

1.3.1) and representing the stripe domain walls by conductors 

carrying currents of ± 2Mh emu, as shown in Figure 3.3.5. The 

contribution to demagnetisng field from domain walls other than those 

adjacent to the wall in question, A. cancel and therefore.

2 MAH + 2MHd = 0 ---3.3.24

Hd = 4Mh 4Mh ___3.3.25
Sw + 2y Sw - 2y

---3.3.26
Sw2

The restoring force is therefore
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t Sw-j-2y 11 Sw-2y

i=2Mh

Fig.3.3.5 Th« equivalent current model o-f a stripe
array.
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Fr
32M2h

Sw

____3 . 3 . 2 7

If the applied field is removed there is an effective field, 

Heff, acting on the wall so as to return it to its original position, 

y=0. Therefore, Heff = Hd and the wall moves with a velocity of

y = uHe f f  . . . . 3 . 3 . 2 8

This implies a viscous damping force, Fq , where

FD = 2MHeff --- 3.3.29

u

At a given instant, dynamic and static forces balance and so.

2M ' 32M2 h y_  y - - ___
u Sw2

. . .  . 3 . 3 . 31

y 16Mh u

y Sw2
____3 . 3 . 32

and 16Mh u

y = C e Sw
___ 3.3.33

where C is a constant. This corresponds to an exponential decay with 
time constant,
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Sw2 ___3.3.34
16Mh u

where the mobility, u , of a hard wall is «rAg (equation 1.3.29). 

Using the substitutions of section 1.3 and the parameters of section

3.3.5 with y = 1.8 x 10^ 0e_l s-* [116], t c becones

The wall relaxation time constant is therefore proportional to the

characteristic material length and the pulse bias field frequency for 

VBL propagation is expected to be inversely proportional to the 

stripe width. Taking the total wall relaxation time as approximately 

3tc and the pulse bias field period as 6tc , tajnor can be taken as 

approximately 2.5ws and 0.25us for 5um and 0.5um bubble garnet 

materials respectively.

As both tBajor and tRin0r are proportional to the bubble

diameter, from equation 3.3.23, the mean time to access is 

approximately constant for increasing device density and is 

proportional to the square root of the chip area. A 5 Mbit device 

with A * 1cm2 and Sw « Sum would have a mean time to access of 3.85ms 

while for a 1 Gbit device with Sw - 0.5um and A - 2cm2 it would be 

7.6ms. These times could be reduced by a few ms if advantage is

taken of the fact that major and minor loop propagation are

Independent and pipelining is possible. Data transfer is at 800 kHz

___3.3.35

6.6 x 10'3 1 ___3.3.36
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and 8 MHz for 5um and 0.5um bubble garnet materials respectively as 

there are two major tracks.

To put these figures In perspective, Intel's 4 Mbit device has a 

mean time to access of 41ms [103] while Hitachi's and Fujitsu's 4 

Mbit devices have a mean time to access of 12.5ms and readout data 

rates of 400 kbits/sec [104]. The above values for VBL memory would 

therefore compare favourably even at the much higher densities 

calculated.

Further increases in speed of operation and data output could 

easily be achieved by partitioning the chip. Four separate memory 

sections, each with the interleaved architecture operating in 

parallel, would produce a byte-wide memory with obvious improvements 

in access times and data rates. The large number of detectors for 

such an architecture would not necessarily be excessive. There is no 

rotating ln-plane field in VBL memory, therefore slgnal-to-noise 

ratios would be acceptable with much smaller detector areas than 

those in conventional bubble devices. Also as the detector is the 

only permalloy feature on the device it can be tailored more 

specifically to the requirements of magnetoresistive detection, i.e. 

using thin films, again improving signal strength.

Magnetic bubble logic when combined with bubble memory has been 

shown to offer significant speed advantages by reducing I/O 

bottlenecks [30] and would also appear compatible with VBL memory. 

Mhile VBL-VBL logical operations are possible, data is restricted to 

the domain wall and has therefore only one-dimensional freedom of 

movement. The two-dimensional Interaction as in bubble-bubble logic 

is not possible which would suggest that no significant advantages 

could be gained from VBL-VBL logic. All the possibilities of, for
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example, using current-access cache loops or magnetic bubble logic 

for searches or error correction/redundancy control are available to 

improve performance and will no doubt be investigated in the near 

future.

3.3.9 Power requirements

To estimate power requirements of VBL memory, the previous 

Interleaved architecture and drive field are assumed for a 5 Mbit and 

1 Gbit device. Read, write and swop functions for VBLs operate for 

very low duty cycles and power dissipations for these areas are 

therefore neglected. On-chip power dissipation is hence principally 

divided in two sections, minor loop storage area and major loop 

tracks. The potential well structure for VBL bit position is passive 

and power requirements for the minor loop storage area are determined 

by the drive-field coil design. As bubble garnet films are very 

low-loss materials and the domain wall displacement per propagated 

bit is very much lower than that in bubble memory, the on-chip power 

dissipation in the minor loop storage region is also negligible. 

Typical power dissipation in a major track running the length of the 

chip is estimated as 0.25 Watts [9] [22] (See Appendix 3.1). The 

interleaved architecture of Figure 3.3.4 has two major tracks which 

therefore alone require 0.5 Watts. For the 5 Mbit device using 5um 

bubble garnet, generate and detection power dissipations are also 

assumed small in comparison to this figure, and so the on-chip power 

dissipation is estimated as 0.5 Watts due almost entirely to the 

major tracks. The major track width is proportional to the bubble 

diameter, therfore for a constant current density the total current
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ls proportional to the bubble diameter. The major track resistance 

depends on both width and thickness and is approximately inversely 

proportional to the square of bubble diameter. To a first 

approximation the power dissipation (I2R) is therefore independent of 

bubble diameter and is proportional only to the total length of major 

track [20]. The major track power dissipation for a 2cm2 , 1 Gbit 

device would be approximately V2 times that for a 5 Mbit device. If 

the major tracks are not operated in parallel these figures could be 

reduced by 50% although data rates would decrease accordingly. 

Access times would not necessarily be affected by such asynchronous 

operation. At small bubble diameters, generate and detection power 

dissipations become more relevant [20] and careful design will be 

necessary to prevent these values becoming dominant.

The perpendicular fields to be produced by the drive coils, 

*10 Oe, are much smaller than the rotating in-plane fields of a 

bubble memory, *60 Oe, and power dissipation will be lower. Also, 

the major and minor loop drives are asynchronous and therefore to 

input or output data continuously the minor loops need only be cycled 

one bit position while the major track is filled or emptied. Given 

the above interleaved architecture with 500 bits per major track (5 

Mblts/cm2) and major and minor drive periods of 2.5us, the minor loop 

drive field duty cycle is only 0.2%. During reverse propagation this 

is reduced even further, i.e. when the drive field of Figure 3.3.6 is 

used. The rate of change of drive field in the fast wall contraction 

and slow wall expansion are as before. The VBL notion is identical 

in the reverse direction provided there is a long relaxation period 

Immediately after the rapid wall and VBL notion to allow the domain 

to reach static equilibrium. A further 50% reduction in duty cycle
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to 0.1* is therefore achieved Nhich, in total, is of the order 1-2* 

Watts. At higher densities the *lnor loop drive field duty cycle is 

the sa*e and drive coll power dissipation remains negligible. In 

addition, as the duty cycle of the Minor loop storage area is much 

lower than that in conventional bubble memory, to retrieve a block of 

data, fewer propagation cycles are needed with a resultant decrease 

in the likely overall propagation error rates.

The total packaged power dissipation is dominated therefore by 

the current-access *ajor tracks and is estimated as 0.5 Watts and 

0.7 Watts for the 5 Mbit and 1 Gbit devices respectively. This 

compares favourably with 1.1 Watts, 2.0 Watts, and 2.9 Watts for 

Fujitsu, Hitachi and Intel's 4 Mbit devices respectively [104], 

Increases in architectural complexity will necessitate an increase in 

■ajor track length and thus power dissipation. Any chosen 

architecture will be a compromise between increase in power 

dissipation and decrease in access time.

3.4 Conclusion

The operational concepts and expected performance of VBL memory 

have been examined. While development of the technology is in the 

very early stages, as yet no fundamental flaws in its conception have 

been identified. A negative VBL pair is a stable winding twist in a 

domain wall and, providing a passive potential well structure is 

used, the non-volAtillty of the memory is assured. It is solid state 

therefore requiring low maintenance. The advantages which make 

bubble memory unique are therefore common to VBL memory at higher 

densities with lower access time and lower power requirements.
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Error rates are more difficult to estimate without practical devices 

although care must be taken to avoid Bloch point injection which 

would annihilate VBL pairs.

This discussion has been liwited to the wost likely conditions of 

operation although »any others are possible. Almost any shape of 

perpendicular pulse field will produce a net forward aotion of VBL as 

there is a coercive force associated with VBL dlsplacenent. Hidaka 

and Matsutera [91] have experimentally shown that a 5ns wide 30 Oe 

pulse field is capable of inducing VBL propagation in 5urn stripe 

width materials. It should not be assumed, however, that a 

propagation frequency of 200 MHz is possible, as the relaxation time 

for domain wall displacement is very large in a wall containing VBLs. 

A long settling time is necessary for the wall to reach on 

equilibrium state before the next pulse is applied. Care must also 

be taken that the domain wall velocity, especially at the stripe 

head, does not exceed that for punch-through, equation 3.2.1, or 

spontaneous nucleation of VBLs will corrupt the data. The more 

gentle drive field with comparatively slow rise and fall times 

discussed in this work is felt more capable of propagating random bit 

patterns and demonstrating wider operating margins.

Using present day technology, densities in excess of 64 Mbits/cm2 

and single chip capacities of 128 Mbits would appear feasible. With 

improvements in industrial fabrication technology single chip devices 

of up to 1 Gbit way be possible although this is quite a few years in 

the future. In the immediate future priority must be given to an 

all-function demonstration chip including read, write, and a few bits 

of storage. A current-access approach, using conductors or an

apertured-sheet to define bit position would have several advantages
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for an experimental device, giving external control of potential well 

restoring forces and gyrotroplc drive forces on a VBL pair. Direct 

comparison with the theoretical Models which have proved useful in 

the initial development of VBL memory would be possible, further 

increasing confidence in them.

Industrial development of VBL memory is undertaken at present 

only by N.E.C. of Japan who hold certain key patents in the 

technology. The presently-stated position of the other Japanese 

bubble memory manufacturers, Hitachi and Fujitsu, is that they will 

wait until the basic technical feasibility of the scheme has been 

demonstrated, i.e., a small read/wrlte/propagate chip has been 

fabricated, before themselves undertaking active research and 

development. Whether or not VBL data storage devices will finally 

appear as commercial products is still a somewhat open question. 

There is room, however, for justified optimism and with the gathering 

pace of research in Japan and elsewhere there is every prospect that 

questions of basic technical feasibility will largely be answered by 

late 1985 or early 1986. If this phase is successful, then the 

prospect of ultra-high density micromagnetic memory sharing bubble 

memory's attributes of providing rugged, solid-state, low power, 

non-volltile storage but with device capacities of greater than 64 

Mbits, access times of the order 4ms and data transfer rates in

excess of 1 MHz is highly likely.
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CHAPTBR IV

AHALYSIS OF DONAIM AMD DCHAIH MALL DYHAWIC BEHAVIOUR BY 

COMPUTER HOPELLIHG

4.1 Introduction

The two-dimensional numerical solution of the equations of motion 

for a domain wall having a twisted wall structure, is already well 

established. Such solutions as bubble transport by Hayashi and 

Mikami [105] and stripe domain dynamics by Matsuyama and Konlshi 

[95], have shown the capability of two-dimensional simulation in 

predicting the motion of Vertical Bloch Lines (VBL) at low wall 

velocities. The simulation of dynamic wall conversion due to 

Horizontal Bloch Line (HBL) punch through, initially solved 

numerically by MacNeal and Humphrey [106], has characterised plane 

wall motion at high velocities. In addition, the recent interest in 

VBL memory has encouraged various numerical studies of both HBL and 

VBL dynamics [98, 107]. All these simulations assume a plane wall 

with respect to wall position, q, and magnetisation azimuthal angle. 

•*. either in the plane of the film or through the film thickness. 

There remain, however, many features of VBL memory which require a 

three-dimensional approach for detailed study. Examples include VBL 

Injection at the stripe head for write, stripe domain chopping for 

read, and localised material thinning for stripe domain 

stabilisation. To estimate the feasibility of a three-dimensional

JOHN RYLANDS
UNIVERSITY
LIBRARY S:'

MANCliLSTEn



-1^2-

calculation, the existing dynamic domain mall theory, Initially 

proposed by Slonczewski [108], has been modified to permit treatment 

of a domain of arbitrary shape with associated twisted wall 

structure. The theory has been applied to the case of a translating 

unichiral bubble (i.e. without VBLs) with the intention of extending 

it to situations considered in VBL memory. The criterion for the 

simulation is that it be capable of illustrating wall notion at a 

sufficiently high velocity to include the formation, propagation, and 

punch-through of Bloch curves, using a realistic calculation time.

Section 4.2 summarises the derivation of the equations of notion 

by equating the Landau-Llftshitz-Gilbert equations to the functional 

derivatives of wall energy. The derivation is similar to that 

previously reported [39]. An additional term arises from the spatial 

variation of (*m - «ip), (the magnetization and stray field azimuthal 

angles), measured in the plane of the film. The increases in wall 

energy due to curvature and exchange terms, v2q and v2«B , are 

evaluated in three-dimensions. The assumptions made are that the 

exchange energy tern is small and the wall is of constant width.

The numerical method of solution by the substitution of finite 

difference expressions is outlined in Section 4.3. A bubble of 

radius 3um is represented by a q and «n defined at each of 3552 

points. As treatment of this comparatively large increase in point 

number requires a relatively long computation time, methods to reduce 

computation cost are included. The Dufort-Frankel scheme for 

evaluating the 2nd order spatial partial differentials, V2q and v2*m, 

is modified to maintain stability at a practical computation 

time-step interval.

The single most time-consuming numerical process is the
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denagnetising and stray in-plane field calculation. Section 4.4 

describes a economical method of obtaining these fields. A 

circulating current of 2M eau/ca flowing on the doaain wall is 

assuaed, as discussed by O'Dell [41], and Biot-Savart's Law is 

integrated over the wall surface. The effect of localised wall 

curvature has been aaintained. Distortion greatly reaoved from the 

observation point is ignored by Integrating analytically through the 

fila thickness.

The results shown in Section 4.5 illustrate the capability of the 

simulation. Examples of bubble transport between low, 0.5 Oe/um, and 

high, 4.0 Oe/ua, drive fields are demonstrated by instantaneous skew 

angle, velocity, bubble locus, time-averaged velocity, domain shape, 

and magnetisation distribution configurations.

Finally in Section 4.6, the capabilities and limitations of the 

calculation are discussed with regard to further bubble dynamics and 

possible applications to VBL memory.

4.2 The Equations of Motion

The discussion is based on the Landau-Lifshitz-Gilbert equations 

integrated through the wall thickness as illustrated by Malozemoff 

and Slonczewski [39],

6o 2M A . .
____ “  __  ( q  -  a ^ o  • * )  .............4 . 1

6*m y

' - “  <*a + L  4)
*  * o

6o

6q
4.2



where Ao and Ao are functional partial derivatives of Magnetisation 
A*B Aq

azimuthal angle, mh, and wall position, q. r Is the gyronagnetic 

constant, « Is the Gilbert daaping parameter, Aq Is the wall width 

parameter, and M is the spontaneous Magnetization. The coercive 

field is assuned zero.

A bubble Is defined in the XYZ co-ordinate systen, or laboratory 

frane, as shown in Figure 4.2.1a. The bubble is represented 

nunerically by a grid Matrix of 3552 points (a compromise between 

computation cost and accuracy resulting in 96 points around the 

circumference at 37 levels through the thickness), for each of which 

a local co-ordinate frame, RSQ, is defined as shown in Figure 4.2.1b. 

The S axis is taken as tangential to the wall in the XY plane, the R 

axis tangential to the wall and perpendicular to S, and the Q axis 

orthogonal to the RS plane or normal to the domain wall. The sense 

of Q points to the direction of down Magnetisation, i.e., into the 

bubble domain. Each wall point is made to displace normal to the 

domain wall.

Having defined our co-ordinate system at point P such that q is 

parallel to the Q axis, we May express the wall energy density in the 

vicinity of P projected on the RS plane and expanded to first order 

in curvature, exchange and magnetostatic terns as,

° ' o0 (1 + It (Vq)2) + 2AAq (V«b )2 + 4wAqM2 sin2

- »A0M {Ht cos ) + Hn sln <*nr*t>> * 2MHZ <1 ....4.3

where o0 is the wall energy per unit area <«4(AK)*), A is the 

exchange constant, Ht and Hn are the wall tangential and normal 

ln-plane field components respectively, Hz is the sum of fields 

perpendicular to the film plane, and #t ls the wall tangent azimuthal
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Mhere Ao and Ao are functional partial derivatives of Magnetisation 
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o '  o0 (1 + It ( V q ) 2 ) + 2AAq (V®„)2 + 4wAqM2 s in 2

- *AqM {Ht cos (®mr*t> + Hn sin <*m"*t)} " 2MHz Q ....4 3

where o0 is the wall energy per unit area («4(AK)K), A is the 

exchange constant, H* and Hn are the wall tangential and normal 

in-plane field components respectively, Hz is the sum of fields 

perpendicular to the film plane, and is the wall tangent azimuthal
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angle. The wall's Internal demagnetising field has been replaced by 

a local approximation corresponding to the term 4*doM2 sin2 (**-*0 . 

Evaluating the functional derivatives defined by

60 ao a°__ = _ - v . ....  .... 4.4
6q 3q 3(Vq)

and equating with equations 4.1 and 4.2, we obtain the equations of 

motion for a domain wall. With the substitution = 3Q/3S for small 

•t> the functional derivatives are given by,

6° = 2&oM F(*m> - 4AoAV2*m .... 4.5
6®m

where

6o
6q

-2MHZ - o0V2q + 2A0M f_ (F(om))
as

4.6

F(*H ) * 2wM sin2 ~ * {Hn cos (®B-*t) - Ht sin

Replacing Ht and Hn with Hjp(cos (®ip-*t)) and Hip(sin (®ip-®t)) 

respectively, where Htp is the in-plane field magnitude and *jp is 

the in-plane field azimuthal angle, F(*m ) becomes,

F(®*) « 2wM sin2 (®B-®t) + * Hip sln (•«-•ip) 4.8
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Finally, equating equations 4.5 and 4.6 with equations 4.1 and 4.2 

and separating the time differentials, dq/dt and d^/dt, we are left 

with the equations of Motion,

<1 = yA° {F( a>m) -  ^  V2* «  + oc(Hz + ^  V2q -* * _  F ( o , ) V  ............. 4 . 9
(l+a2) M MAq 3S

♦m = 7 <HZ + “  V2q - Ûq F(«m ) - <x(F(om ) - ^  V2*m)}. . .4.10
( 1 +oc2 ) ^ o  3S M

where the 2nd order spatial partial differentials, v2q and

representing increase in wall energy due to wall curvature and

exchange energy respectively, are evaluated in three dimensions with

respect to the RSQ frame, i. e . ,

V2q = cr
CM i© 1 + fjl ___4.11

3R2 3S2

lic©CM> 32®m + a2®m ___4.12
3R2 3S2

Although for the purpose of evaluating equations 4.9 and 4.10 we

measure »n, *t. and *ip from the S axis, we can define for

convenience all azinuthal angles as being Measured from a fixed line 

in the laboratory frane, the X axis, noting that the values (*nr*t) 

and (̂ m~*ip) are independent of this definition.

To solve equations 4.9 and 4.10 numerically, the time and spatial 

differentials are replaced with finite difference expressions and
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solved In the RSQ frame for the incremental displacements in q and «g, 

over a time step AT. The laboratory frame is subsequently updated 

and the process continues. As each point is made to displace in a 

direction normal to the wall, successive calculations would lead to 

convergence or divergence of wall points. After each calculation 

step, therefore, the wall points must be rearranged to maintain 

stability. As described in Section 4.3, this may be achieved using 

available knowledge of the wall shape and spatial distribution of on .

The material parameters used are 4#M = 195 G; h = 4.27um:

0.616tim; y = 1.83 x 107 (Oe.s)-1; A = 2.63 x 10~7 erg/cm;

and Ku = 8230 erg/cm3; and, unless otherwise stated, « = 0.11, 

assuming a typical (YSmLuCa)3(GeFe)50j2 garnet.

4.3 The num erical Method

If we look at a section of wall, Figure 4.3.1, shown for 

simplicity in the SQ plane only, in the past, (n-1), present, (n). 

and future, (n+1), positions, we can see that the velocity of the 

wall point qi,n may be expressed in the finite form,

(l • ^n+l * Aqn ___4.13
2AT

where Aqn+i and Aqn are the incremental displacements in wall 

position over successive time steps AT. Similarly, magnetisation 

angular velocity may be written as,

« ^*n+l + A*n 
2AT

___4.14
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solved In the RSQ frame for the incremental displacements in q and *m 

over a time step AT. The laboratory frame is subsequently updated 

and the process continues. As each point is made to displace in a 

direction normal to the wall, successive calculations would lead to 

convergence or divergence of wall points. After each calculation 

step, therefore, the wall points must be rearranged to maintain 

stability. As described in Section 4.3, this may be achieved using 

available knowledge of the wall shape and spatial distribution of om .

The material parameters used are 4irM = 195 G; h = 4.27um; 

1 = 0.616m»; 7 = 1.83 x 107 (Oe.s)-1; A = 2.63 x 10"7 erg/cm; 

and Ku = 8230 erg/cm3; and, unless otherwise stated, a = 0.11, 

assuming a typical (YSmLuCa)3(GeFe)50i2 garnet.

4.3  The Num erical Method

If we look at a section of wall. Figure 4.3.1, shown for 

simplicity in the SQ plane only, in the past, (n-1), present, (n), 

and future, (n+1). positions, we can see that the velocity of the 

wall point qi>n may be expressed in the finite form,

(J * * Aqn ___4,13
2AT

where Aqn+1 and &qn are the Incremental displacements in wall 

position over successive time steps AT. Similarly, magnetisation 

angular velocity may be written as,

* **n+l + A*n
2AT

___4.14
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Fig.4.3. 1 Numerical representation of domain Mall in thi
Q8 plane in past, present and -futuri 
positions.
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The 2nd-order spatial partial differentials are replaced by a 

■odifled fora of the Oufort-Frankel scheme. If Me consider a2q/as2, 

and bearing in Bind that the same procedure applies to a2q/3R2, 

32*b/32S and a2*B/3R2, the Dufort-Frankel finite difference is given 

by

where qiin is the position of the 1th point at time n measured in the 

local co-ordinate frame. Converting to incremental displacements by 

substituting

Equation 4.18 can be seen to be the finite difference form of a 

2nd-order differential in its simplest form, plus what is essentially 

a stability term dependent on the difference in incremental 

displacement between successive time steps and which reduces to zero 

during steady state motion (i.e., Aqn - Aqn+i). In this simulation, 

in addition to those reported by Fujita et al [107], Konishi et a]

fl2q * qi+l,n

as2
qi,n+l - ql,n-l * ql-l,n 

(AS2 )
___4.15

---4.16

___4.17

we get,

i,n + qi-l,n + Aqn - Aqn+1

(AS)2
___4.18
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[95, 98] and sore recently Krumbholz et al [109], this tens is 

increased by 50%, greatly inproving the stability of the calculation. 

The partial differential is therefore taken as,

with similar expressions used for a2q/3R2 and v2*m . Fron the heat 

conduction equation, we know the finite difference solution of a 

one-dlnensional partial differential equation should theoretically 

converge as 4T ■* 0, and ATMS 0. Although our case is nore 

complex, provided AT is not excessively large and AS not too small, 

little effect of this modification would be expected, or can be seen 

from the bubble dynamics. For the configuration under consideration 

a compromise value of AT = 0.1 ns was chosen, as opposed to a maximum 

AT of 0.01-0.02 ns using the standard form of equation 4.15.

Substituting the above finite difference expressions in equation

4.9 and 4.10, and separating future, (n+1), terms we are left with a 

pair of simultaneous equations in Aqn ĵ and A«n+1,

___4.19
(AS)2 2 (AS)2

AA Aqn+j - Aq BB A«n+j = CC ___4.20

AA A6n+i + ^ BB Aqn+} = DD ___4.21

The variables AA, BB, CC and DD, which are defined in Appendix 4.1, 

may be determined at any given time fron the material and numerical 

parameters, the wall shape, the distribution of »g, and the applied
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fields. Solving for the incremental displacements A(*n+i and ^n+1 

and updating the laboratory frame, the new wall position and 

magnetisation configuration are obtained. Replacing Aqn and Aon with 

Aqn+1 and respectively allows the calculation to proceed to the 

next time step.

As each wall point is made to displace normal to the wall, and 

therefore successive calculations would lead to an uneven 

distribution of wall points, the grid matrix must be repositioned 

after each calculation step. Figure 4.3.2 illustrates this process, 

each point being made to displace at a tangent to the wall, going to 

a given radial angle (to be called the reference angle, e) from the 

bubble centre at a given level, i.e. Z co-ordinate, through the 

thickness. The wall position may be determined from simple 

trigonometry with the associated magnetisation azimuthal angle given 

by

®'m = *m + DS . (5!? , , 0) ....4.22
dS 3R

where DS is the three-dimensional vector, (AS, AR, 0), from the wall 

point position before re-arrangement to that after re-arrangement. 

In addition, as the past wall displacements Aqn and Amn are needed 

for the next calculation step, these also must be adjusted in the 

same manner using the appropriate gradients.

Surface boundary conditions are imposed such that a2q/aZ2 and 

a2m„/aZ2 are zero [106].



a = old bubble center 
bsnew bubble center

Fig.4.3.2 Repositioning wall points to prevent
convergence or divergence with succession of 
calculation.
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4.4 The D e m agn e tis in g  and S t r a y  P le ld s

By far the lost tine consuming section of the numerical solution 

is the derivation of the demagnetising and stray in-plane fields. 

Emphasis has been placed on reducing computation time while 

accounting, as accurately as possible, for wall distortion in three 

dimensions.

For the purpose of calculating these fields, a circulating 

current density of 2N emu/cm is assumed to flow on the domain wall. 

The effective field resulting from this current may be obtained at 

any point by integrating using Biot-Savart's Law over the wall 

surface. With reference to Figure 4.4.1, the field at point P, due 

to a current flowing in a direction (cos - sln *t • 0 ), in an 

element of width Rde and height dZ, a distance and direction "r from 

P, is given by

dtp = 2M Rde (C0S *t. *1" »t. 0) * ? dZ ....4.23
I r |3

The total field at P is the surface integral

2 ir h

Hp = 2M R (cos * t ,  s ln  0) x r 

|r|3

de dZ ___4.24

o o

The stray field is the in-plane component and the demagnetising field 

is the Z component of Hp. Performing such a calculation numerically, 

with the inclusion of every grid point, would not only exceed the



Fig.4.4.1 Demagnetising and in-plana field calculation

Fig.4.4.2 Window method for surface integral
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required accuracy of the simulation, but also be unrealistic in terms 

of computation time (The c.p.u. time to simulate 100ns is estimated 

as 4 days). Looking again at equation 4.23, it can be seen that the 

resultant field due to an element varies inversely as a function of 

the square of the distance from the point in question. This leads us 

to the conclusion that only the area in the immediate vicinity of P 

need be treated explicity. Our calculation, therefore, treats the 

area outside a predetermined "window", as shown in Figure 4.4.2, by 

assuming thickness-averaged values and integrating equation 4.24 

analytically with respect to Z (see Appendix 4.2). The final 

integral around the bubble circumference is evaluated numerically by 

summation of the contributions of each element, as is the surface 

Integral within the aforementioned window. lip is the sum of the 

fields from the two areas. For a bubble of radius 3um, in a film of 

thickness 4.27um, the chosen values of window width, a, and height, 

b, are 4.7um and 2.4um respectively. Even with the enormous saving 

in computation using this 'window method1, to evaluate at every 

point, including every point for calculation, would still be 

unrealistic. Instead, the fields are determined at every 8th point, 

using every 8th point for calculation, the remainder being obtained 

by linear interpolation. Ideally, the choice of calculation point 

should be determined by the areas of greatest distortion, as 

suggested by Hayashi and Nikani [105], although this has been avoided 

in the three-dimensional case for numerical reasons.

It should be noted that dHp is discontinuous at r > 0 and this 

would suggest that the above integral is numerically indeterminate. 

It was found, however, that by taking the tangential components of 

circulating current density as opposed to the non-physical straight
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Mall segments between grid points, and summing the contributions from 
nearest neighbouring wall segments, the demagnetizing field could be 

calculated to within 0.5% of that predicted for a bubble by Thiele 

[40] while avoiding the discontinuity at r = 0. This is largely 

independent of the number of circumferential grid points in the range 

20-200 and was thus considered adequate for the required accuracy of 

the calculation. Also, unphysical logarithmic divergences in the 

in-plane components of Hp arise at the film surfaces. These are 

avoided by calculating the field one grid point from the surfaces and 

extrapolating linearly. A surface in-plane field magnitude of 1.2 

times 4*M is obtained which is in reasonable agreement with that 

expected [11]. In addition, as the so called critical points for 

Bloch line nucleation and punch-through are a comparatively long 

distance from the surfaces (* 2.5»A0) the inclusion of finite wall 

width in equation 4.24 would not significantly effect Hp at these 

points, and it was therefore considered unnecessary.

It is worth noting that the above method may be used to include 

the effect of localised material thinning. As shown in Figure 4.4.3, 

the thinned area creates a wall between regions of magnetization M 

and zero and may therefore be represented by a current density of M 

emu/cm. The influence of this thinned region may be included in a 

simple manner by integrating using Biot-Savart's Law as before.

4.5 Transport of a Three-Dimensional Bubble

Figure 4.5.1a and 4.5.1b show the domain shape and magnetisation 

azimuthal angle of a unichiral bubble stabllsed in a bias field of 75 

Oe for 80 ns by which time an equilibrium state was reached, these



Fig.4.4.3

✓k—,— —  - ■■ ■

\ = 2M emu /cm 
L = M emu/cm

Including thinning in d.magn.ti.ing
and in-pl.n. -fi.Id calculation..
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being the initial conditions for bubble transport. The bubble 

assumes a barrel shape, a difference of 0.12um in radii from surface 

to aid-plane being due to the variation in demagnetising field (see 

Figure 4.5.2a). An average bubble radius of 2.99um is in good

agreement with that expected from the two-dimensional theory. The 

180° twisted wall structure through the film thickness (Figure 

4.5.1b) is a result of «R tending towards the stray ln-plane field 

direction (Figure 4.5.2b). Also shown for comparison in Figure 

4.5.2a is the field calculated assuming a uniform cylinder of 3um 

radius. The wall curvature through the thickness tends to reduce the 

variation of demagnetising field from surface to mid-plane. The 

effect of wall curvature on the in-plane field was found to be 

negligible.

For bubble transport a field gradient, Hgrad Oe/um, is

superimposed to the bias field as,

Hz = Hfoias + Hgra(j (Xq - X) ....4.25

Taking Xc-X as the bubble X co-ordinate measured from the bubble 

centre, bias field compensation is obtained, reducing domain 

distortion due to bubble expansion.

Bubble transport as expected was found to fall into three 

categories:-

(a) at low drive, < 0.85 Oe/um, there was no Bloch curve formation,

(b) at medium drive fields, between 0.85 Oe/um and 2.13 Oe/um, there 

was Bloch curve nucleatlon without punch-through and
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Fig.4.3.1 a) A bubbla stabilised for BO ns in a blaa 

field of 75 Oe. Only 25% of tha grid point* 
ara shown for clarity« b) Aximuthal angla of 
magnetisation measured from wall tangantial 
diraction as a function of position through 
film thicknass.
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Fig.4.5.2 a) Demagnetising field and b) stray in-plane
field both measurad on tha wall of tha stable 
bubble as a function of position through film 
thickness.
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(c) at high drive field, > 2.13 Oe/nm, there was Bloch curve

punch-through with the formation of two VBL per Bloch curve.

Figure 4.5.3 illustrates the bubble skew angle at a low drive 

field, 0.5 Oe/un, for three values of damping parameter a. Agreement 

with the two-dimensional theory [111, 112], shown in dotted line, 

which in turn is known to be in good agreement with experiment, is 

excellent. The simulated low drive field mobility of 9.39m/s/0e also 

compares well with the theoretical value of 9.40m/s/0e ((y/a)(A/K)*). 

Figure 4.5.4 shows the bubble instantaneous velocity and skew angle 

at drive fields of 0.5 Oe/um, 1.5 Oe/um and 3.5 Oe/um corresponding 

to the low, medium and high drive field regions mentioned above. At 

medium drive field Bloch curves nucleate on the leading and trailing 

edges of the bubble causing the instantaneous velocity to decrease. 

Punch-through does not occur at this drive field and the velocity 

eventually approaches that expected with a linear mobility of 

9.4m/s/0e. This decrease in velocity and subsequent recovery as the 

Bloch curves propagate through the material thickness is similar to 

that discussed by Hagedorn [110]. The corresponding skew angle 

decreases at approximately the time the Bloch curves pass through the 

centre of the material thickness and also recovers to a skew angle 

similar to that of the low drive region. The drop in skew angle is 

attributed to the Bloch curves tending to centre about the X axis, 

i.e. the direction of maximum field gradient, as opposed to the 

initial direction of propagation along the low drive skew angle. At 

high drive field the Bloch curves punch-through as they reach the 

opposite surface forming two VBL per Bloch curve. New Bloch curves 

nucleate after punch-through causing the process to repeat and the



Sk
ew

 A
ng

le
 (d

eg
.)

-163-

Bubble motion

Fig.4.5.3a Definition of bubble skew angle.

*

a=007

0 15 30 45 60 75 
Time (ns)

Fig.4.5.3b Bubble skew angle as a function of time for 
three values of damping parameter. Drive field 
is 0.5 Oe//um. The dotted lines show the 
theoretical skew angles.
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Bubble motion

Fig.4.5.3a Definition of bubble skew angle.

*

3 0 a=007

Time (ns)
Fig.4.5.3b Bubble skew angle as a function of time for

thr.. values of damping parameter. Drive field 
is 0.5 Oe//im. The dotted lines show the 
theoretical skew angles.
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Fig.4.5.4 a) Bubble instantaneous velocity and b)
instantaneous skew angle at drive fields of 
(a) 0.5 0 e / p m , (b) 1.5 O m / p m ,  and (c) 3.5 Oe/

p m .
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velocity oscillates in an approximately periods manner. The skew 

angle also demonstrates a similar periodicity although it is more 

erratic due to the additional gyrotropic forces associated with the 

propagating VBLs. For the drive field illustrated, 3.5 Oe/um, 

punch-through occurs at 28.3ns and 54.2ns and is accompanied by a 

small decrease in bubble velocity. A plot of the bubble centre locus 

is included in Figure 4.5.5 for 0.5 Oe/um and 3.5 Oe/um drive fields. 

As expected from the plot of bubble skew angle the locus at high 

drive field is erratic and the average skew angle is much lower, 

4.5°, than that at low drive field, 19.1°.

Figure 4.5.6 shows the bubble shape and Bloch curve positions at 

10, 20, 30 and 40ns for a drive field of 3.5 Oe/um. A dot and cross 

convention is used to define the direction of magnetisation at the 

centre of the Bloch lines. For the choice of bubble chirality (x-) a 

Bloch curve nucleates near the bottom surface on the leading edge and 

vice versa on the trailing edge. Associated with Bloch curve 

propagation is moderate domain distortion as would be expected from 

previous numerical solutions of plane wall dynamics [106, 107]. By 

20ns the Bloch curve velocities have decreased considerably as they 

approach their respective surfaces. Punch-through on the leading 

edge occurs a few ns before that on the trailing edge (see Figure 

4.5.6c), the difference becoming less noticeable at higher drive 

fields. The reason for such assymetrical punch-through can be seen 

from the bubble shape as the Bloch curves approach their respective 

surfaces. The bubble radius at the surface through which the leading 

edge Bloch curve punches is always less than the radius at the 

surface which the trailing edge Bloch curve is approaching, resulting 

in a slightly tapered-shape of bubble. The effective field at the
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Fig.4.5.5 Bubbla cantra locua at driva Cialda of (i) 0.5 
D m / p m ,  and <ii) 3.5 Oa/yum.
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Fig.4.5.6 Bubble «hap* and Bloch curvt position« ‘for a
drlvs field of 3.S Oa/>um at a) 10 ns, b) 20 
ns, c) 30 ns, and d) 40 ns. Ths X axis is 
csntrsd on tha bubbla gravity centra with 
leading and trailing edges at +3 and -3 /Jm 
respectively.
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surface with snail radius is therefore greater causing the leading 

edge Bloch curve to punch-through first. This is true irrespective 

of initial bubble chirality. By 40ns both Bloch curves have 

punched-through and the VBLs converge on the flanks of the 

propagating bubble. The domain of Figure 4.5.6d has in total four 

VBL (two shown and two on the opposite wall) and two Bloch curves. 

The VBL are clearly seen to be three-dimensional structures with a 

rotation of magnetisation of 360° at one surface and zero at the other 

From Figure 4.5.7 the time-averaged velocity at high drive field 

can be seen to decrease to a saturation velocity of 35m/s although 

the instantaneous velocity (Figure 4.5.4a) increases beyond 50m/s. 

Such high instantaneous velocities would probably not be observed 

experimentally as the time and spatial resolutions of the simulation 

(0.1ns and < lnm) are unlikely to be obtained practically. Figure

4.5.8 plots both the time-averaged velocity and initial peak 

instanteous velocity as a function of drive field resolved in the 

direction of propagation across the bubble radius. The three regions 

of propagation are clearly seen. Below 2.4 Oe a Bloch curve does not 

nucleate and the simulated mobility agrees well with the theoretical 

value of 9.4 m/s/Oe. In this region the bubble dynamics are 

virtually identical to those obtained from the much less complex 

two-dimensional simulation and, as such, if the velocity can be 

limited to these values the simpler calculation is much preferable. 

The apparent drop in averaged velocity above 2.4 Oe/um is a result of 

averaging over a relatively short time period of 80ns. As averaging 

time increases the averaged velocity will approach that corresponding 

to a mobility of 9.4 m/s/Oe as observed in Figure 4.5.4a. Beyond 

6.25 Oe Bloch curves punch-through causing the instantaneous velocity
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Fig.4.5.7 The bubble time-averaged velocity as a
function of averaging time for various 
values of drive field gradient. A saturation 
velocity of 35 m/s is observed.
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Fig.4.5.B The bubble average velocity and initial peak
velocity as a function of drive field 
magnitude across the bubble radius.
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to break down and the averaged velocity to saturate. There is now 

continual formation, propagation and punch-through of Bloch curves 

which, by analogy to VBL notion in a domain wall as discussed in 

section 1.3, would suggest that there should be a high drive 

mobility of approximately a2 times the low drive mobility. Here 

again, however, the averaging time was limited to 80ns to save on 

computation cost which is insufficient to quantify these values 

accurately. The initial instantaneous peak velocity continues to 

rise linearly with drive field at a gradient of 3.0 m/s/Oe.

The simulated saturation velocity of 35 m/s is higher than that 

expected. Malozemoff et al [45], using a quasi-static state model in 

the limit a = 0, have calculated a saturation velocity for the case 

of punch through of 0.42 Vp where Vp is the so-called plane wall peak 

velocity. This model however explicitly excludes the possibility of 

the instantaneous velocty increasing beyond Vp as has been found in 

this work for this choice of material parameters. Hagedorn [110] has 

discussed the difficulties of quantifying saturation velocity and has 

Illustrated the wide range of values that could be obtained 

experimentally depending on which type of averaging is used. It 

would seem reasonable, however, to assume that if the Instantaneous 

velocity continues to increase above the peak wall velocity at which 

punch-through occurs then a succession of punches through and the 

resulting damping effect of nucleated VBL will tend to decrease the 

saturation velocity to that of the peak wall velocity. While the 

simulated saturation velocity is slightly larger than that given for 

the punch-through threshold velocity by Slonczewski (equation 3.2.1), 

it is in good agreement with a numerically-calculated value of 

35.1 m/s for plane wall dynamics [107] using the same material
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parameters, and a theoretical value of 34.97 m/s given by 

iMrAolh/h-TA)) [113]. While the value simulated is therefore not 

unreasonable, clearly the calculation must be compared more directly 

with experiment as is intended in the near future.

Finally, bubble overshoot was briefly examined by terminating a 

drive field of 3.5 Oe/um at 20, 25 and 35ns as shown in Figure 4.5.9. 

After pulse termination the velocity decreases sharply and settles to 

a "steady state" motion as the Bloch curves unwind. For the case of 

a 35ns drive field pulse, punch-through occurs and the bubble 

overshoot is comparatively small as the nucleated VBL are metastable 

on the bubble flanks. The momentum stored in the Bloch curves and 

VBL is clearly conserved. Also of note from the case of 

punch-through is that after the pulse turns off the velocity drops to 

zero. This is due to the nucleated VBL preferring a vertical 

configuration to minimise the total VBL length and therefore Bloch 

line energy. Such a rapid straightening of the VBL is not observed 

during normal propagation as the gyrotropic force associated with 

domain wall motion is insufficient for the VBL head (2# rotation) to 

traverse rapidly to the bubble flanks and is in opposition to the 

required motion of the tall (zero rotation). After pulse 

termination, however, the domain is simply trying to reach an 

equilibrium state and the total VBL length is reduced by the 'tail' 

moving directly under the 'head'. Such movement is in opposition to 

that dictated by the direction of propagation and therefore requires 

an energy which is apparent in the extra reduction in velocity. One 

could visualise negative velocities occurring due to this mechanism 

although none were observed.
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Fig. 4.5.9 Bubbla ovarshoot obaarvad whan a driva ft aid
oi 3.3 Ob/Mm is terminated at (i) 23 na, <ii)
30 ns, and (iii) 35 ns. For caaa (iii) punch-through occurs.

»
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4.6 D lm cusa lon  and Summary

The feasibility of a three-dimensional simulation of an arbitrary 

shaped domain wall with an associated domain wall magnetisation 

structure has been demonstrated by applying the numerical solution to 

the case of a translating bubble. By employing a combination of 

analytical and numerical methods in the demagnetising and stray field 

calculation, a significant saving in computation time has been 

achieved. The simulation has been written in Fortran, each 

calculation step of 0.1ns taking 0.75 seconds c.p.u. time using a 

Fujitsu FACOM M-329 computer. The simulated time was limited to 80ns 

to minimise total computation cost. It is felt that with present-day 

computational capability simulation times in excess of 100-200ns are 

prohibitive and therefore simulation of VBL dynamics, as in the 

previously discussed context of VBL memory, is as yet unrealistic in 

three-dimensions. Apart from a general Increase in understanding of 

Bloch line dynamics, the three-dimensional simulation would appear 

best suited to punch-through at the stripe head and stripe domain 

chopping in VBL memory as both these processes are relatively 

short, < 100ns. Punch-through at the stripe head should be similar 

to that on the leading edge of the bubble, although this has not 

yet been simulated. Stripe domain chopping has been studied in 

three-dimensions by Ohbo and Konishi [114].

The simulated bubble deflection angle and velocity at low drive 

field was found to be in good agreement with previous theory. At 

high drive field the physical picture of Bloch curve nucleation, 

propagation, and punch-through with oscillation of velocity, 

punch-through at velocity peaks, decrease in skew angle, and
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balllstlc overshoot is consistent with existing models. A relatively 

high, although not unrealistic, saturation velocity mbs  observed. 

Clearly a »ore direct comparison with experiment and simulation over 

a wide range of material parameters is desirable and will be 

undertaken in future work. A promising approach to direct 

experimental comparison is the three-dimensional dynamic bubble 

collapse model of Fujita et al [115], In the case of radial 

collapse, circular symmetry is conserved and thus the equations of 

motion need only be applied to one point at each level through the 

thickness. Approximately one hundreth of the previously-mentioned 

computation time is required allowing the program to run on a 

personal computer (NEC PC-9801). Such a calculation is probably 

better suited to experimental comparison and application over a wide 

range of parameters due to its low cost.

The attractive force between VBL, as discussed by the point 

charge model in Chapter 3 has not been included in the bubble 

transport simulation. The forces involved are very small in 

comparison to those required for punch-through and therefore their 

Inclusion is felt unnecessary for this case. An attempt was made to 

include the distributed charge of a VBL in a three-dimensional 

straight wall but this involves an additional calculation of similar 

numerical complexity to the demagnetising field. In addition, as VBL 

dynamics exhibit a comparatively long time constant the overall 

computation time was found to be excessive. As computation capability

increases in the future, no doubt this term will be Included.
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CHAPTER V

COWCLPSIOWS

The use of Magnetic bubble computer storage is gradually becoming 

more widespread. Clearly it is now aimed at a low volume rather 

specialised commercial market as it is unable to compete with much 

cheaper forms of mass storage such as magnetic tape or disc 

technologies. Its unique attributes, however, make it the only 

possible storage medium in hostile environments and where data 

integrity is of paramount importance. As such, its main uses are at 

present military and aerospace applications although the rapid 

decrease in system cost is now opening further markets where low 

power and high density are relevant considerations. Magnetic bubble 

technology has continually offered storage densities of 4-16 times 

that of semiconductor storage and with the introduction of VBL memory 

the gap is likely to widen further. This work has investigated some 

novel aspects of bubble technology, in particular the high-speed 

dual-conductor current-access device and the ultra high density VBL 

memory. Combining the attributes of both these concepts a high 

performance solid-state non-volatile magnetic memory which has 

capacities of up to 1 Gbit and data transfer rates in excess of 1 MHz 

appears a distinct possibility.

The fabrication of dual-conductor apertured-sheet current-access 

propagation patterns has been undertaken using dry processing 

technology. The final devices were of only limited quality due to the
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poor second layer registration and the difficulties of RIE of Al/4% 

Cu using CCI4 . On this latter point, it is felt that a non-chemical 

etching process such as ion milling using Ar would be better suited 

to delineation of conductor layers. Such a system was not available 

during this project and realistically would only be available if it 

was deemed necessary for associated microfabrication projects. The 

problems associated with second layer registration have subsequently 

been alleviated by the improvement of picture quality of the EBM in 

SEM mode. These difficulties are obviously related to fabrication 

equipment quality and not in any way to the fundamental concepts of 

current-access bubble memory. It became apparent during the course 

of this work, and with hindsight is obvious, that high quality 

lithography is extremely difficult without very high quality 

fabrication equipment and clean room facilities. The financial 

commitment and manpower necessary to maintain such equipment was 

unavailable within the limited resources of the magnetic bubble 

research group at Manchester University. Consequently, the initial 

aim of this work, i.e. the design and testing of current-access 

propagation circuits with the intention of improving bubble memory 

device performance, was not fulfilled. It is recommended that future 

work on actual device fabrication should therefore rely more heavily 

on collaborative research with, in particular, industry. Industrial 

commitment to magnetic bubble technology in the U.K. is non-existent 

and therefore such collaborative efforts must be established abroad. 

This is at present being pursued in the context of VBL memory with 

similar research groups in Japan. Germany and France.

The possibility of coding data as micromagnetic twists in a 

domain wall as in VBL memory offers the potential of single device



storage densities of 1 Gbit. The concept of VBL memory and its 

presentiy-expected mode of operation has been discussed in detail. 

By applying simple design rules, it mould appear that, although the 

ultimate device density is perhaps a factor of four less than that 

initially anticipated, access times, data transfer rates and power 

dissipation compare favourably with conventional bubble memory at 

densities greatly increased over the latter. These projections were 

performed using the simple major-minor loop or 'disc lookalike' 

architecture which has proved so popular with bubble memory 

manufacturers and undoubtedly more complex designs incorporating 

bubble logic, cache loops or chip partitioning will further enhance 

operational characteristics. Applications for such ultra-high density 

memory are as yet largely unconsidered. Clearly there is a potential 

for archival uses although, as with bubble devices, the cost of VBL 

memory is unlikely to be able to compete with tape and disc media. 

Apart from applications common to conventional bubble memory, where 

ruggedness and reliability are of interest, it is anticipated that 

the higher density of VBL memory will make it more attractive in 

portable or low-weight systems.

As yet VBL technology is in its infancy and the number of 

possible areas for future work are unlimited. It is apparent however 

that simulation of device behaviour will play a major role in its 

development. Numerical techniques to solve the equations of motion 

for a domain wall having an associated twisted wall structure have 

been studied in this work. The solution has been extended to 

three-dimensions and applied to the case of a translating magnetic 

bubble. Translational velocities exceeding that for dynamic 

wall-state conversion and the subsequent formation of VBL by the
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punch-through of Bloch curves have been studied, an area directly 

relevant to the write process in VBL memory. The simulated domain 

dynamics at low velocities are in good agreement with those 

theoretically predicted, while at high velocities they appear 

consistent with previous Bloch line models. There remains, however, 

a need to compare more directly the simulated results with those 

found experimentally and this should be one of the major 

considerations in future theoretical research. This is also generally 

true of research on VBL memory. While confidence in device 

simulation is justifiably high, the vast majority of work on VBL 

memory so far has been theoretical. It is essential that in the near 

future correlation between these theoretical results and experimental 

device behaviour is established. It is anticipated that such 

correlation will be possible when the initial test devices are 

produced within the next few months. Hopefully design of these test 

structures will be based on a current-carrying conductor approach 

giving external control over both potential wall structures and 

gyrotroplc drive forces. Such a device is likely to undergo many 

design changes before a commercial product is available. In many ways 

this early work on VBL memory is akin to that of early bubble 

technology. Innovative propagation patterns and methods of 

read/write are anticipated. Such early research has two distinct 

advantages over that of bubble technology. Firstly, the magnetic 

media is similar to that already used in bubble devices and there is 

a readlly-avallable device-quality supply, and secondly. VBL physics 

have been widely documented over the past decade. As such, providing 

the fundamental functions can be demonstrated in a fully-functioning

test device, advances are expected to occur at a rapid pace. To its
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dlsadvantage, however, is the difficulty of observing such fine 

structures, a technique which has proved useful in early Magnetic 

bubble research. In addition the independent potential-well 

structure and drive force is arguably a higher degree of control over 

data propagation or an added complexity. Which of these it proves in 

practice remains yet to be seen.

There is room for justifiable optimism with regard to VBL memory. 

As yet no fundamental flaws in its conception have been identified. 

It is, however, a technology of the future. Although it is estimated 

that using today's lithographic capabilities devices of the order 

64-128 Mbits are possible, these would not be anticipated in the next 

two or three years. Certainly devices of the order 1 Gbit will not 

become available until the necessary fabrication techniques are 

possible in industry and even optimistically would not be expected 

before the 1990's. Such a device, if it were to be produced at a 

price which enabled wide availability, would greatly condense the 

increasing volume of binary-coded data and could produce a minor

revolution in information technology.
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APPEHDIX 1

QUITS AMD SYMBOLS

A1.1_____Commonly-Used Symbols

h Thickness of magnetic garnet
Q Quality factor
<x Gilbert damping parameter
M Magnetisation
K Anisotropy constant
y Gyromagnetic ratio
H Magnetic field strength
00 Wall energy density
1 Characteristic length
A Exchange constant
uw Wall mobility
A0 Wall width parameter
A Bloch line width parameter
« Azimuthal angle of magnetisation
6 Polar angle of magnetisation
q Wall position
Sw Stripe width
d Bubble diameter
r Bubble radius or VBL pair bit position
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A1.2 Comparison of SI and eg» Unit»

Units Conversion

Quantity cgs SI
(Sommerfeld Convention)

ratio

Magnetisation G Am-1 103/4ir

Anisotropy erg/cm3 Jm-3 lO'1

Exchange constant erg/cm Jm_1 10~5

Gyromagnetic
ratio

(s.Oe)-1 (s.Am-1)-1 4w/103

Gilbert damping 
parameter

— — 1

Magnetic field 
strength

Oe Am'* 103/4*

Wall energy 
density

erg/cm2 Jm-2

CO1o

Characteristic
length

cm m lO-2

Wall mobility cm/s/Oe m2s_1A_1 4w x 1(T5

Quality factor — ___ 1

To convert value in cgs to value in SI, multiply by conversion ratio.
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APPEKDIX 2

FABRICATIOW CHARACTERISATION

A2.1____Characteristic» of Sputter Deposition
Figure A2.1 
Figure A2.2 
Figure A2.3 
Figure A2.4

Sputter deposition rate v Pressure
Deposition uniforaity v Power
Deposition thickness v Tiae
Deposition rate v Power

A2.2 Reactive Ion Beaa Etching

Figure A2.5 The capillary ion source and aodified 
insulator

A2.3____ End-Point Detection Noise Reduction

Figure A2.6 The noise reduction chopper circuit

A2.4___ Electron Beaa Resist»
Figure A2.7 Resist thickness as a function of spin 

speed

A2.5_____Test Equipment

Figure A2.8 The Clock Generator
Figure A2.9 The Bubble Nucleator
Figure A2.10 The Output Current Drivers
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F i g .  A2. 1 S p u t t e r  d e p o s i t i o n  r a t e  o f  Al/47.Cu a s  a
• fu n c t io n  o f  p r e s s u r e .  The  t a r g e t  d ia m e t e r  i s  
10.6cm  and t h e  s u b s t r a t e - t a r g e t  s p a c i n g  i s  
4cm.
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Fig. A2.2 Daposition uni-formi ty ss s -function o-fpower.

Fig.A2.3 Sputter deposition thickness 
o-f deposition time. ss s -function
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Fig. A2.4 Sputter deposition rete as a function of 
power.
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20mm
Fig.A2.5 Cross ■action of the ion source and modified

insulator. A voltage on the capillary needle 
causes a corona discharge, ionising the 
reactive gas. The ion beam is accelerated by 
the pressure differential across the source 
and by the voltage across anode and 
extractor. The origional source Insulator 
(ground glass) was replaced with PTFE and 
modified at A and B to discourage high 
voltage breakdown.
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APPBNDIX 2.3

NOISE REDACTION 11» END POIHT DETECTION

The optical switch. SI, of Figure A2.6 is physically positioned 

so that when it is open circuit the input to the monochromator is 

optically Isolated. The photomultiplier output (noise only) is 

amplified with a negative gain through IC3. With SI closed the 

monochromator is exposed to the optical emission from the plasma 

discharge and the resultant photomultiplier output (noise + signal) 

is amplified with a positive gain through IC3. The output low pass 

filter averages the signal, greatly improving the signal-to-noise 

ratio for the system.

This circuit is now incorporated in test equipment for the study 

of S.A.W. devices.

monochomator
•electa

wheel input of fig.A2.6

F i g . A 2 . 6 a  O p t i c a l  s p e c t r o s c o p y .
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F i g . A 2 . 6 b T he  n o i s e - r e d u c t i o n  c h o p p e r  c i r c u i t  u s e d  i n  
t h e  o p t i c a l  s p e c t r o s c o p y  e q u ip m e n t  -for 
e n d - p o i n t  d e t e c t i o n  i n  R I E .
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.2

x-lsofine pos 
o-lsofine neg

100 0 2000 3000  
Spin speed

4000 5000
rpm

Fig.A2.7 Electron baam racist thicknass as a function
of spin spaad.
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input o 
clock

Fig.A2.8 The current-access clock generator circuit.
Output sequence is CltC2»C3fC4 with Cl and 
C3 generating the drive for one layer and 
C2,C4 for the other.



Fig.A2.9 The bubble nucleator control and drive 
circuit.
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Tha output currant drivar circuit ( ona for 
aach 1ayer ).

Fig.A2.10
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Appendi» 3.1

Assume

Power,

APPENDIX 3

VBL MEMORY

Power Requirements for Current Access Major Track

Track width. wl- = 5 Sw
Slot width, w2. = 0 . 5Wj
Conductor thickness, t. = 0.3um
Aluminium resistivty, p. 2.4 x 10
Track length. L, = lem
No. of layers/track, n, = 2
Current density. J, * 2mA/um
Stripe width. Sw. = 5um
Track duty cycle. D, = 75»
Track resistance, = R.

W = I2RDn

* Dn J2W!2 gL .
W2

0.25 Watts.
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APPEHDIX 4

HUMERICAL AMALYSIS

Appendi» 4.1 The Plnlte Difference Equation« of Motion

Substituting the finite difference expressions for q, om. v2q, 

V2ob, in equations 4.9 and 4.10 and separating future, (n+1), terms 

we are left with the simultaneous equations:

AA Aqn+j - Aq BB A®n 4 j = CC . . . (AD

AA A®n+i + 1 BB Aqn+ j 
*o

DD .- -(A2 )

where

M  1 + 6<xA (AS2 + AR2)
xAT (l+«2) m (AS2 AR2)

...(A3)

6A (AS2 + AR2)

( l+<x2) M (AS2 AR2)
. . . (A4)

CC 2A° (F(®„) - oeA0 j| F(«n) + ocHz - ^  (FT - CT)} - J _  Aqn
1+oc2 as M Ao 5*i

. . . (A5)
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DD = 2 <HZ - ec F(mB) - Aq F(*b ) + ^  («FT + *CT)} - Aon
(1+«2) 3S M ^AT

...(A6)

CT * v2q + f Aqn+i (_^_ + _^_) . .. (A7)
2 6S2 AR2

FT * v2«m + ® a«,n+1 (_^_ + . .. (A8)
2 AS2 AR2

The variables AA, BB. CC, and DD may be determined at any given time 

from the material parameters, the numerical parameters, the present 

and past wall shape and magnetisation distribution, and the applied 

fields. The simultaneous equations, A1 and A2. are solved in each 

local frame for the incremental displacements Aqn+i- and a°n+l- BV 

subsequently updating the laboratory frame and repositioning the 

points, the new wall position and magnetisation distribution are

obtained.
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Appendlx 4.2 The Demagnetising and Stray Field Integrals

The demagnetising and stray fields are calculated by assuming a 

current density of 2M emu/cm to flow on the domain wall and 

integrating using Biot-Savart's Law over the wall surface. 

Biot-Savart's Law states:

dHp = 2M df X r dZ 
I r |3

...(A9)

where (see Figure A4.1) d* is assumed to lie in the film plane and r 

is the vector from the point P to the element in question, i.e..

df * Rde (cos sin *t* ..(A10)

r = (rx . ry . rz) ...(All)

(X-X . Ŷ -Y . 2 fZ ) (A12)

The total field at P is the surface integral over the domain wall.
— I -XEvaluating the vector product d* x r the X. Y and Z components are 

given by,

2» h
Hy > 2M R sin rz dz de 

I r |3
. ..(A13)

o o
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Fig. A4.1 Th» demagnetising and stray in-plane -field
calculation.
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2»

-2M R cos *t rz dz de 
I r |3

. ..(A14 )

Hz » 2M R (cos »t ry - sin <pt rx ) dz d0 ...(A15)
I r | '

Within the aforementioned window area these integrals are evaluated 

with respect to Z and 9 by summation of the contributions from each 

element. For the remainder of the wall surface, equations A13-A15 

are integrated analytically with respect to Z using 

thickness-averaged values of R, X, and Y. Between the limits 0 

and h we get,

2 *
r i 1

Hx 1 = 2M R sin »t -

. <rx2+Iy + (h-Zo)2)“ (rx2+ry2 ♦ Zq2)*
o

. . .(A16)

2w

-2M
1 1

R cos
. <rx2+ry2 + (h-Zo)2)“ (rx2+ry2 + Zq2)* .

de

...(A17)

2*

R(cos r y - sin *trx) h - Zq Z0

(rx2+ry2 > .( rx2+ry2+ ( h-Z0 )2 ) ( rx2+ry2+Z02 ) *

. . .(A18)
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The final integral with respect to 6 is obtained numerically as 

before. The in-plane components are the stray field and the 

Z-component is the demagnetising field, i.e.,

Hip = H H X + Hx ' ) 2 + (Hy + Hy ’ )2 }“ . .. (A19)

(Hy + Hy')
♦  ip = tan-1 ---------- . . . ( A20 )

(Hx * Hx ')

Hd = Hz + Hz’ ...(A21)

In comparison to the two-dimensional case. Hd is the 

thickness-averaged value of Hz' with the stray in-plane field

obviously zero.
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The final integral with respect to e is obtained numerically as 

before. The in-plane components are the stray field and the 

Z-component is the demagnetising field, i.e.,

« ip  = <(HX + Hx ' ) 2 ♦  (Hy + Hy’ )2 }“ . . . ( A 19 )

(Hy ♦  Hy')
♦ ip  = tan-1 ---------  ,..(A20)

(Hx * Hx ')

Hd = Hz + Hz' .(A21 )

In comparison to the two-dimensional case. Hd is the

thickness-averaged value of Hz ' with the stray in-plane field

obviously zero.
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5.6 G. Ronan and S. Konishi, "A Three-Dimensional Computer 
Simulation of a Translating Magnetic Bubble", J. Appl. Phys. 
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5.7 G. Ronan, W. Clegg and S. Konlshi, "Material Considerations 
for Vertical Bloch Line Memory", To be published, J. de 
Physique, Sept. 1985.
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S. Konishi, "A Three-Dimensional Computer Model of Domain Wall 
Motion in Magnetic Bubble Materials", To be published, IEEE 
Trans. Magn., Nov. 1985. (This paper has been extracted from 
Chapter 4 of this thesis).
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3-D SIMULATION OF A TRANSLATING MAGNETIC BUBBLE.

G. Ronan* and S . Konishi, Dept, of Elec. Eng., Kyushu University. 
•On leave from Dept, o f Elec. Eng., Manchester University, bfland.

The dynamic characteristics o f a translating magnetic bubbleare studied by a three dimensional numerical solution of theequations of motion for a domain with twisted wall magnetization structure. The azimuthal angle of w all magnetization and the wall center position for a unichirai ( X -) bubble o f radius 3ub are defined at 3552 points distributed regularly on the domain w all. Demagnetizing and stray in-plane f ie ld s  are calculated by assuming a c ircu latin g  current of IM emu/cm flowing or. the domain wall and intecrating Biot-Savart's Law over the wall surface. The detailed numerical method is  to be presented elsewhere (1). A  typical garnet ( (YSr.LuCa; 3 (GeFe)5 0a 2) is  assumed with film ? thickness = 4.27 urn, 4i*M = *°5 Gauss, excr.ange const. = 2.63x10” erg/cm, gyromagneticconst. = 1.83x10 1/iOe.s) and, unless otherwise stated, dampingparameter a = 0.11.The in i t ia l  conditions for transport are a bubble stabilized in a bias fie ld  of 75 Oe. The bubble assumes a s lig h t ly  barrel shape due to the variation of demagnetizing fie ld  from surface to mid plane of the film . The azimuthal angle of magnetization tends toward the stray in-plane fie ld  d irection , s ta b iliz in g  in the cla ssic Bloch lin e  model as proposed 'ey Slor.czewsK: (2). A fie ld  gradient is  superimposed to the bias fie ld  and bias f ie ld  compensation isr-uplcyed to prevent bubble expansion during translation.B utt.e transport as expected was found tc f a .*  into tnree ca ta gcries:- (a) below C.85 Oe/um» no Bloch curve formation, (b) between C.85 and 2. 1 3  Oe/um, Bloch curve r.ucleation and propagation without punch through and, ¡c! above 2.13 Oe/um, Eloch curve punch through with the formation of 2 v e r tic a l Bloch lin e s  (VBL) per Bloch curve. F i g .1 illu str a te s  the bubble skew angle at a low drive f ie ld , C .c Oe/ urn, for three values of damping parameter. Agreement with the two dimensional theory lshown in  dotted line) is  excellent. In f i g . 2 the three catagories of transport are shown by the time dependence cf bubble instantaneous v e lo c ity . Fcr case ( a . ,  0.5 0e/um , velocity reaches steady state no tion , a simulated mobility of 9.39 m.s'Le agreeing well with the 9.4C m/s/Oe expected th eo retically . In case <b/, 1.5 Ce/pm, Bloch curves nucleate on the leading andtr a ilin g  edges causing the velocity to decrease. As punch through does not occur the velocity eventually approaches that expected with a mobility c f  9.4 m/s/Ce. At high d rive fie ld , case (c) , 3*5 Oe/um, punch through occurs or. the v elocity  peaks at 28.3 ns and 54.2 ns with, in to ta l, eight VBLs formed by 65 ns. The velocity o scillates  ir. ar. approximate.y periodic manner and the time averaged velocity saturates at 35 m/s. A bubble propagating ir. a drive fie ld  of 3.5 Ge/um is  shown ir. f i g . 3, 2C ns a fte r  the field  gradient was applied. The position a n  polarity of the Bloch curves on the leading (X=3um'; and tra ilin g  »-3um) edges are snown oy the usual dot and cross convention. Large distortion accompanies Bloch curve propagation, sim iiar tc that previously observed fo r  plane wall dynamics. Finally fcuht.e iversr.oct has been examined by terminating a fie ld  gradient : f  * .f !e'..m a’ i 2D ns, 25 r.s ana i i i i '  35 ns as illu strated  f i r . * .  After j i .s e  termination the velocity decreases sharply ar.d s e t t .t:  tc a "steady state" motion as the Eloch curves unwind. For the case i i i  , , . e .  after punch through, the overshoot isccm raritiv-ly small as the VBL? are oetastable or. the bubble flanks. The momentum stored ir, the Bloch curves ana VBLs is clearly conserved.T:.e bubble dynamics simulated numerically are in good agreement with the two dimensior.ai theory at low drive fie ld s  while they appear consistent with the Blocr. lin e  model at high drive fie ld s .G. r.or.ar. et a . . ,  To be published J .  Slonozewsx:, i r t .  J .  Magnetism, Vol. 2 , p.85, 1972.
-  90

a:Q07 
a t  O il 

a. Q20

0 15 30 45 60 75 
Tim* (ns)F l g . 1  B u b b le  sk e w  a n g l e  v s  t i a e  f o r  t h r e e  v a l u e s  o f  d a a p l n g  p a r a a e t e r .  D r i v e  f i e l d  I s  0 . 5  O e / u a .

F i g . 2 I n s t a n t a n e o u s  b u b b le  v e l o c i t y  f o r  d r i v e  f i e l d s  o f  ( s '  0 . 5 ,  ( fc' 1 . 5 .  a n d  ( c i  3 .5  O e / u t .

•I -I -1 C 1 1  1I ( 10 W  SjIM Cf*’{t )F i g . 3 B u b b le  a h a p e  a n d  B l o c h  c u r v e  p o s i t i o n s  a t  2 0  n s  i n  a  d r i v e  f i e l d  o f  3 .5  Oe u a .

( r a d i a n t  o f  3 . 5  O e ^ a  l a  t e r s i n a t e d  a t  ( 1 )  2 0  n a ,  ( 11) 2 5  n a ,  (1 1 1 )  35 c s .
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A THEORETICAL STUDY OF BLOCH CURVE MOTION AND PUNCH-THROUGH IN 
GARNET FILMS BY COMPUTER SIMULATION.

G. RONAN, W. CLEGG AND S. KONISHI*, DEPARTMENT OF ELECTRICAL 
ENGINEERING, MANCHESTER UNIVERSITY, MANCHESTER Ml3 9PL.
* DEPARTMENT OF ELECTRICAL ENGINEERING, KYUSHU UNIVERSITY, FUKUOKA, 
JAPAN.

Our recent Interest in Vertical Bloch Line memory has encouraged 
the development of a three dimensional numerical solution of the 
equations of motion for a domain wall with an associated twisted wall 
magnetization structure in garnet films. The simulation has been 
applied to the case of a translating magnetic bubble at velocities at 
which Bloch curve formation, propagation and punch-through occur. 
The azimuthal angle of wall magnetization and the wall centre 
position for a unichiral (x- ) bubble of radius 3pm are defined at 
3552 points distributed regularly on the domain wall. Demagnetizing 
and stray in-plane fields are calculated by assuming a circulating 
current of 2M emu/cm flowing on the domain wall and integrating 
Biot-Savart's Law over the wall surface. The detailed numerical 
method is to be presented elsewhere. A typical bubble garnet film 
[(YSmLuCa)3(GeFe)sOi2] is assumed.

Bubble transport as expected was found to fall into three 
categories: (a) below 0.85 Oe/pm, no Bloch curve foxmation, (b)
between 0.85 and 2.13 Oe/pm, Bloch curve nucleation and propagation 
without punch-through and, (c) above 2.13 Oe/pm, Bloch curve
punch-through with the formation of two Vertical Bloch lines (VBL) 
per Bloch curve. The bubble shew angle and mobility at low drive 
field, (a), are in excellent agreement with the two dimensional 
theory for a range of material damping parameters. At high drive 
field, case (c), the velocity oscillates in an approximately periodic 
manner as proposed by Slonczewski, Bloch curve punch-through 
occurring on the velocity peaks. The VBLs formed by punch-through 
propagate to opposite flanks of the bubble causing elliptical 
distortion. Bubble overshoot has been examined by terminating a 
field gradient of 3.5 Oe/pm before and after punch-through. After 
pulse termination the velocity decreases sharply and settles to a 
"steady state” motion as the Bloch curves unwind. When the gradient 
is terminated after punch-through, the overshoot is comparatively 
small as the VBLs are metastable on the bubble flanks. The momentum 
stored in the Bloch curves and VBLs is clearly conserved.

The bubble dynamics simulated numerically are in good agreement 
with the two dimensional theory at low drive fields while they appear 
consistent with the Bloch line model at high drive fields.
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PROGRESS IN VERTICAL BLOCH LINE ULTRA-HIGH DENSITY COMPUTER STORAGE

by

Mr. Gerry Ronan

Department of Electrical Engineering.

With magnetic bubble devices approaching the limits of the technology, 
interest is now turning to a related form of micromagnetic computer 
storage, vertical Bloch line (VBL) memory, where information is coded in 
the domain wall, as opposed to using the domain itself. Due to the 
intrinsically smaller scale of the domain wall, densities of the order 
100-400 Mbits/cm2 are anticipated with improvements on the operating 
characteristics of conventional bubble devices.

The concept of VBL memory will be outlined with emphasis on the 
individual functions of write, propagation and read. Densities, operating 
characteristics and fabrication tolerances are considered in comparison to 
conventional bubble technology.

Wednesday February 20th, 1985.

Lecture Room B at 2.00 p.n.

Electrical Engineering Department (Dover Street)
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RECENT PROGRESS IN THE DEVELOPMENT OF VERTICAL BLOCH LINE MEMORY DEVICES

G. Ronan and W. Clegg.

Department of Electrical Engineering,
University of Manchester,

MANCHESTER M13 9PL

Summary

With magnetic bubble devices approaching the limits of the technology, 
interest is now turning to a related form of micromagnetic computer 
storage, vertical Bloch line (VBL) memory, where information is coded in 
the domain wall, as opposed to using the domain itself. Due to the 
intrinsically smaller scale of the domain wall, densities in excess of 100 
Mbits/cm^ are anticipated with enhanced operating characteristics compared 
with conventional bubble devices.

The concept of VBL memory will briefly be considered. Densities, 
operating characteristics and fabrication requirements will be discussed.

Present research concerned with computer modelling of Bloch line 
dynamics will be outlined.



A three-dimensional computer simulation of a translating magnetic bubble
G. Ronana) and S. Konishi
Department o f  Electrical Engineering. Kyushu University, Fukuoka, 812 Japan

The dynamic characteristics of a translating magnetic bubble are studied by a three-dimensional 
numerical solution of the equations of motion for a twisted domain wall structure. The azimuthal 
angle of magnetization 0 and wall center position q for a bubble of radius 3/zm are defined at 3552 
points distributed regularly on the domain wall. Demagnetizing and stray in-plane fields are 
calculated by assuming a circulating current density of 2M  emu/cm flowing on the domain wall 
and integrating Biot-Savart’s Law over the wall surface. A typical (YSmLuCa)j(GeFe)50,2 
garnet of film thickness 4.27/im is assumed. Instantaneous bubble skew angle and velocity are 
illustrated at drive fields from 0.5 to 4.0 O t/ p tm . Bubble dynamics are seen to fall into three 
categories, transport without Bloch curve nucleation, with Bloch curve propagation, and with 
Bloch curve punch through. At low drive field both skew angle and velocity are in good agreement 
with earlier theory. At high drive field the time averaged velocity saturates as the instantaneous 
velocity oscillates due to Bloch curve punch through. A comparatively high saturation velocity of 
35 m/s and an instantaneous peak velocity of 54 m/s are observed.

INTRODUCTION

Our recent interest in VBL memory' has encouraged 
the development of a numerical method to investigate the 
motion of a domain wall, with an associated twisted wall 
magnetization structure, in three dimensions. To establish 
the feasibility of calculation, the theory2 has been applied to 
the case of a translating magnetic bubble. Existing two-di­
mensional numerical solutions assume a uniform wall posi­
tion q and azimuthal angle of magnetization 0 either in the 
plane of the film or through the film thickness. The three- 
dimensional simulation is intended to remove these restric­
tions, in particular, to investigate the formation of vertical 
Bloch lines (VBL) by the punch through of Bloch curves.
NUMERICAL METHOD

The coupled nonlinear equations of motion, initially de­
rived by Slonczewski,2 and extended to the three-dimensional
case'are

? = yd(/(0)--^i.V20)-|-ad0, (1)

121
f[<t>) = ItrM -sm 2(0 — 0,) + -̂- H s- sin(0 — 0,), (3)

where M  is the magnetization, A  is the exchange constant, a  
is the Gilbert damping parameter, y is the gyromagnetic ra­
tio, A is the wall width parameter, H s is the stray in-plane 
field magnitude, H z is the sum of the fields perpendicular to 
the film, and 0, and 0, are the azimuthal angles of wall tan­
gent and stray in-plane field, respectively. For a bubble of 
radius 3 f im , q and 0 are defined at 96 points on the bubble 
circumference at 37 levels through the thickness, this being a 
grid matrix of 3552 points. The above equations are solved 
numerically by the explicit method in the vicinity of each
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point, all displacements being made normal to the three- 
dimensional wall. Surface boundary conditions are imposed 
such that the second order spatial partial differentials with 
respect to Z of q and 0 are zero. A finite time step interval of 
0.1 ns was chosen and the translation time was limited to 80 
ns to minimize computation cost.

By far the most time consuming section of the simulation 
is the demagnetizing and stray in-plane field calculation. For 
the purpose of evaluating these fields, we assume a circulating 
current of density 2 M  emu/cm to flow on the domain wall, as 
discussed by O’Dell,4 and integrate Biot-Savart’s Law over 
the wall surface. A considerable saving in computation time is 
achieved by our so-called window method, whereby distor­
tion greatly removed from the observation point is ignored by 
integrating analytically through the film thickness. The effect 
of distortion in the vicinity of the observation point is main­
tained by evaluating the surface integral numerically. A more 
detailed explanation of the numerical method is to be reported 
elsewhere.3

A drive field is superimposed to the bias field as
), (4)

where X c - X  is the X  coordinate of wall position measured 
from the bubble center. This provides bias field compensa­
tion as the bubble translates, removing domain distortion 
due to expansion. The material parameters used in the simu­
lation are 4irM= 195 G, A = 2.63 X 10~7 erg/cm, 
a = 0.11, y  = 1.83X 107/Oe/s, A = 0.0565 f im , and film 
thickness h  =  4.27/cm , assuming a typical (YSmLuCa) ,(Ge- 
Fe),0,2 garnet.

RESULTS

The initial conditions for transport are taken as a uni- 
chiral bubble stabilized in a bias field of 75 Oe for 80 ns. The 
bubble assumes a slightly barrel shape, with maximum, mini­
mum, and thickness averaged radii of 3.028,2.93, and 2.986 
/¿m, respectively. The azimuthal angle of magnetization tends 
towards the in-plane field direction, stabilizing in the classic
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FIG. 1. Time dependence of instan­taneous bubble velocity at drive fields of (a) 0.5 Oe//im, (b) 1.5 Oe/ /¿m, and (c) 3.5 Oe//im.

180° twisted wall structure through the thickness, as proposed 
by Slonczewski.2

Bubble transport can be divided into three sections: (a) 
without Bloch curve nucleation, (b) with Bloch curve forma­
tion and propagation, and (c) with Bloch curve punch 
through. The time dependence of instantaneous bubble ve­
locity and skew angle are plotted in Figs. 1 and 2 for three 
drive fields corresponding to these forms of propagation. At 
a low drive field (case a, 0.5 Oe/jum), velocity and skew angle 
rise to their steady states of 13.2 m/s and 19.1°, these values 
being within 0.5% of those given by previous theory.5 Do­
main distortion is minimal and there are no Bloch curves. At 
a medium drive field (case b, 1.5 Oe///m), first velocity, and 
later skew angle, break down due to Bloch curve formation 
on the leading and trailing edges of the bubble. As the Bloch 
curve reach the opposite surfaces both velocity and skew 
angle approach their steady state values. At a high drive field 
(case c, 3.5 Oe//zm), the punch through of Bloch curves 
cause velocity and skew angle to breakdown in an approxi- 
matley periodic manner. For the example shown, the initial 
velocity peaks at 5.3 ns just before Bloch curve nucleation, 
with punch through occurring on subsequent peaks at 28.3 
and 54.2 ns. Two VBL’s are formed per Bloch curve punch 
through, which propagate to opposite flanks of the bubble 
causing elliptical distortion. The initial peak in skew angle at
8.3 ns occurs as the Bloch curves passs through approxi­
mately the midplane of the film, the subsequent erratic prop­
agation path being due to the complex gyrotropic forces ac­
companying multiple horizontal and vertical Bloch line 
motion. A time averaged skew angle of 4.5’ is very much 
lower than that found at 0.5 Oe//zm. In Fig. 3 the domain 
shape and Bloch curve positions at 20 and 40 ns are shown 
for a drive field of 3.5 O c//xm. At 20 ns the Bloch curves have 
nearly reached the top surface on the leading edge and the 
bottom surface on the trailing edge. By 40 ns both Bloch 
curves have punched through forming in total four VBL's. 
In addition, a new pair of curves are moving from top to 
bottom surface on the leading edge and vice versa on the 
trailing edge. The VBL’s are clearly seen to be three-dimen­
sional structures with a </> rotation of 360° at one surface 
decreasing to zero at the other.

FIO. 2. Time dependence of bubble skew angle at drive fields of (a) 0.5 
Oe/fim, (b) 1.5 Oe/̂m, and (c) 3.5 
Ot/iita.
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FIG. 3. Domain shape and Bloch curve positions for a drive field of 3.5 Oe/ 
f i m at (a) 20 ns and (b) 40 ns. The bubble is propagating from left to right.

The time averaged velocities for a range of drive fields 
are plotted against averaging time in Fig. 4. At high drive 
fields the averaged velocity decreases to a saturation velocity 
of 35 m/s, although the initial peak velocity has been seen to 
exceed 50 m/s. In Fig. 5 the average velocity at 80 ns and 
initial instantaneous peak velocity are plotted against drive 
field (resolved to the direction of propagation) across the 
bubble radius. Below 2.4 Oe a Bloch curve does not nucleate.

FIG. 4. Time averaged bubble veloc­ity vs averaging time for drive fields 0.5,1.0,1.5,2.0,2.5,3.0,3.5, and 4.0 
Ot/itm.
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FIG. 5. Initial instantaneous peak velocity and averaged bubble velocity at 80 ns vs drive field (resolved to direction of propagation) across bubble radi­us.
A simulated mobility of 9.39 m/s/Oe agrees well with the 
theoretical value of 9.4 m/s/Oe. Between 2.4 and 6.25 Oe 
Bloch curves form but do not punch through. The apparent 
drop in velocity is a result of averaging over a relatively short

time. As averaging time increases the averaged velocity will 
approach that expected with a mobility of 9.4 m/s. Beyond 
6.25 Oe Bloch curves punch through at the surfaces causing 
the instantaneous velocity to breakdown and the averaged 
velocity to saturate at 35 m/s. The initial instantaneous peak 
velocity continues to rise linearly with drive field at a gradi­
ent of 3.0 m/s/Oe. The simulated saturation velocity is 
much higher than the 12.5 m/s expected theoretically,6 al­
though it is close to a previously calculated value of 35.1 m/s 
for so called peak velocity in plane wall dynamics.7

CONCLUSION

A three-dimensional simulation of domain wall motion 
has been established and applied to the case of a translating 
bubble. The feasibility of calculating motion of an arbitrary 
shaped wall with Bloch curve nucleation, propagation, and 
punch through has been shown. The physical picture of 
Bloch line wind up appears consistent with previous models 
although the saturation velocity is higher than expected. The 
simulation is currently being applied to domain configura­
tions considered in VBL memory.
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Beaune - On nod*le amplifie de la paroi* séparant deux domaine» est 
employé afin d'envisager les exigences d'un matériau qui conduirnient S 
l ’élaboration d'un fila de garnet 1  bulles typiquement adapté aux besoins 
spécifiques ds la siéaiDire VBL. On nateriau 1 large Q, basse épaisaeiur 
(h * 3—4 1 ) et grand a paraîtrait pouvoir optimiser la force gyrotropique du 
champ agissant et minimiser l'attraction VBL paire-paire non-désirée. 
Cependant, pour minimiser l'amplitude du puits de potentiel et celle du champ 
agissant, il apparaîtrait avantageux d'accroître la separation entre bits 
pour être de l'ordre de O.S su.

abstract - A simplified model of a domain vail Is employed to consider some 
of the material requirements that would tailor a typical bubble garnet film 
to the specific needs of VBL memory. A  large g, low thickness (h » 3-40, 
high a material would appear to optimise drive field gyrotropic force and 
sdnimise the undesirable VBL pair-pair attraction. Even so, to minimise the 
required potential well and drive field amplitudes, it would appear expedient 
to increase the bit separation to be of the order of o.e Sw.

Introduction

In the proposed v b l  memory (1) the presence or absence of a pair of negative VBL 
injected in a stripe domain wall act as a binary '!• or 'O'. A periodic in-plane 
field potential well structure defines the bit position and a perpendicular drive 
field provides a gyrotropic force sufficient to propagate a VBL pair out of one 
potential well into the next, for this discussion we assume a VBL is represented as 
a point magnetic charge and consider the in-plane field component parallel to the 
wall arising from convergence (or divergence) of magnetisation in the flanking Bloch 
wall regions. This so called 'o-charge' gives rise to a non local effect which 
interacts with similar poles at different positions on the wall. If we consider a 
VBL as a line with regions of wall magnetisation angle 4w”0 and it on either flank 
then the magnetic moment of the VBL is simply 2M. Including the wall width, ira, and 
the material thickness, h, then the total magnetic charge, m, is given by 2rmah. 
Our model therefore assumes a point charge as opposed to the charge distribution 
which would require a very much more detailed study, and ignores variation of charge 
through the thickness. (This latter point shall be considered in conclusion.) The 
magnetic field parallel to the wall resultant from this point charge is m/r2 , and 
the force acting on the charge due to a magnetic field is m.H.

Attractive Force Between VBL Pairs

Let us consider the effective field resultant from a pair of negative VBL as shown 
in figure 1. The field at p a distance x from the centre of the VBL pair is

XI3 9PL, England.

. . .  ( 1)
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for the VBL spacing, itA, <«x. with reference to Figure 1 the attractive force on a 
pair of VBL a distance r from the initial pair is given by,

Patt * 2nMAh H( pj_ ) - 2nMAh H(p2 ) ( 3 )

where R(p) is the field at p. Therefore

ratt * 2nMAh.irA.jm'\
«*/*- r

which from equation (2) is

Patt * 24rt*M2a2A2h2/r4

Substituting A » i/2Q 
and A - i/2VQ

we are left with

Patt * 3tt3 A i2h2/r4 
Q2

Potential Well Restoring Force

If we assume a sinusoidal potential well of the form 

H* - Hg, Cos 2n x

(4)

(5)

( 6 )

( 7 )

( 8 )

( 9 )

then in a similar manner to equ. 4 the restoring force on a VBL pair is 

Fr - -2n2KAAh 2n H„, Sin 2n x .. . (10)

which is a maximum at x - r/4 and x • 3r/4. Ideally as Fatt a 1/r4 it would be 
preferable to have the maximum restoring force at x ■ 0 and x • r reducing the 
required amplitude of Hm and thus the magnitude of the drive field. A simple 
solution would be a triangular potential well as shall be discussed at a later date. 
For the present, however, we shall consider the case of maximum restoring force at x 
- o, r and with the substitutions of equ. 6 and 7,

PRmax " 2n2MAAh2 nHm/r

- -rr£ V 2nA H„ih/r 
Q

... (11) 

... (12)

Drive Field Gyrotropic Force

The gyrotropic force associated with a perpendicular drive field is more ambiguous 
as it is directly related to the density of VBL in the domain wall. The gyrotropic
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force on a VBL ia (2 )

P, - 2ttH hvy
Y (13)

\>y 1* the domain wall velocity Which from the mobility of a ‘hard’ wall (i.e., r • 
2nA) is

where Bz i* the eum of perpendicular components of effective fields, i.e., 
demagnetising, wall curvature and applied fields. Our Initial assumption for fatt 
however was that r> >ir/l which would suppose that the wall would move at a higher 
velocity although not that of a ‘soft1 wall given by

hs a<< | there would appear to be a considerable uncertainty as to the magnitude of 
the gyrotropic force (although this may be estimated by numerical solutions of 
domain wall lotion (1)). Combining equ. 13 and 14 one can however say that this 
force is in excess of

which is suffice for the present discussion.

Material Considerations

Comparing the three forces equations 8, 12 and 17 the requirements to be met are 
minimise faZt *° that the potential well magnitude H,, is minimised reducing the 
required gyrotropic force while siaintaining the hit period r low. Of the variables 
in question i can be taken as Sw/9 and the exchange constant A can be assumed 
constant at »2 x 10~7 erg/cm. Ismiediately obvious is that a low h ( = 3-4i) high Q 
(*4) material reduces the relative effect of Patt and that a high a (=• 0.1 - 0.2) 
increases Fgnun- This latter one would intuitively expect as large damping 
decreases domain distortion and large VBL oscillatory effects during propagation 
(3). The upper limit on a can be seen from the ratio of VBL velocity to wall 
velocity (4),

i.e., a large damping increases the ratio Uwall/WBL increasing the required wall 
displacement and thus Hz (remembering that Hz is an effective field resultant from 
drive, demagnetising and wall banding effects). The criterion high Q is straight 
forward as one would require large Q to maintain VBL stability. A possible 
disadvantage of a thin material (h » 3-4i) might be in detection (magnetoresistive 
detection of bubble domains) although as it is only the detector that is to be of 
permalloy a thin film detector with high signal:noise could be employed.

In conclusion to estimate density (r) we consider a material with 
a » 0.1, Q * 4, h - 4i, t - 5w/g and A « 2 x 10“7 erg/cm.

It would clearly be desirable to have Fftmax >> Fatt not only to ensure stability of 
the bit positions, but also for successful propagation of a random bit pattern. 
Takinq therefore Fftnax “ 10 fatt a™ 1 combining equations 8 and 12, a relationship 
between potential well depth (H m ) and bit penod:stripe width ratio (r/Sv) can be

Uy - cry AH z (14)

U y  - yd Hz
a ( 15 )

Fgmin - 2sMabhHz (16)

... (17)

uvbl a I  «wall
a ... (18)
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Potential wall depth as a function of 
bit period:stripe width ratio for strip 
width of (a) 5|un, (b) 2.Sum, (c) 1.0|im, 
(d) O.Siim.

l/SwJ for (a) the simple 
Pig. 2. Potential well depth as a function of charge model, (b) the

revised charge model 
accounting for charge 
variation through 
thickness and (c) r * o.BSw.

obtained as shown for various stripe widths in Pig. 2. The expected potential well 
depth for decreasing stripe width is shown approximately as an arrow from which an 
estimation of the bit period can be made. (The positioning of the arrow is derived 
from previous numerical calculations of VBL propagation (3) and unpublished results, 
but it can be seen to correspond approximately to the 'knee' of the curves.) As is 
expected potential well depth increases sharply with decreasing bit period and the 
corresponding densities (» l/r x s*, bits/cm2 ) varies approximately as a function of 
1/S«2 . (See P i g . 3.)

A  acre detailed estimation of VBL magnetic charge accounting for variation of wall 
magnetisation angle through the material thickness, gives a smaller VBL charge and 
(following the same argument as above) as shown on Pig. 3 a density which approaches 
SOOMbits/cm2 for O.Sum stripe width. We must therefore conclude that the above 
model is conservative and that In practice some gain in density would be achieved. 
However as a rule of thumb, bit spacing of the order O.SSw (four times the VBL pair 
width) could be used. This may be considered somewhat analogous to the required bit 
spacing of four times the bubble diameter in a conventional bubble device although 
in that case the relevant force is repulsive.

Conclusion

Design rules have been proposed for VBL memory using a simple point charge model. 
Although the model is considered conservative two important conclusions can be drawn 
from it. Firstly a low thickness (h a 4 i ) material reduces the relative effect of 
the mutual attraction between VBL pairs and secondly the bit period should be of the 
order 0.8 S*. In comparison to a conventional bubble memory cell area (16 s*2 ) an 
increase in density of twenty fold is expected. Considerations of fabrication 
requirements for such a device while beyond the scope of this present work are to be 
covered at a later date.
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