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Abstract

A study of the decay r  —► K Qsir vt (K® —> ir+ir ) using the BABAR detector is pre­

sented. Using 124.4 fb-1 of data we measure

B(t ~ -> K°ir~ur) =  (0.830 ±  0.005 (stat) ±  0.042 (syst)) %,

which is the world’s most precise measurement to date of this branching ratio, and is 

consistent with the current world average. This preliminary result, unlike most of the 

B(r~ —> K°ir~vT) measurements already published, is systematics dominated and so the 

biggest future improvement to this number should come from reducing the systematic 

uncertainties in the analysis.

A study of the Kir mass spectrum, from which the strange (Kir) spectral function can 

be measured, reveals excess contributions above the if* (892) tail at higher Kir mass. 

Whilst in the past this has been thought to be due to if* (892) — if* (1410) interference, 

we find that the if* (1410), whose branching ratio to Kir is approximately 7%, seems in­

sufficient to explain the excess mass observed in the data. Instead, we perform a fit using 

a if* (892) — if* (1680) interference model and find better agreement. The discrepancy 

that remains could be due to an s -wave contribution to the interference that is not param­

eterized in the model used, and/or detector smearing that is not accounted for in our fit. 

We also attempt to find an s-wave contribution to the Kir mass spectrum by searching for 

an ^-interference effect. Whilst we find a hint that such an effect exists, we have neither 

the confidence in the statistics nor systematics in the higher Kir mass region to announce 

an observation. We conclude that it would be a worthwhile study to pursue.
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1
Tau physics at BaBar

1.1 Introduction

Hadronic (semileptonic) r  decays provide a clean laboratory for studying the hadronic 

weak current. This is because there is no evidence to suggest that the r  lepton has sub­

structure and it is the only lepton sufficiently massive to decay into hadrons. Hadronic 

products from r  decays give access to the light quark vector {V) and axial-vector (A) 

spectral functions, which give insight into the dynamics of QCD at intermediate scales 

as well as provide tests of the Standard Model [4-6] itself. Decays of the r  lepton are 

therefore important in determining the charged hadron decay constants and spectral func­

tions. For decays with an overall net change of strangeness, SU (3)/ symmetry breaking 

can be used to determine the Cabibbo-Kobayashi-Maskawa (CKM) matrix [7,8] element 

magnitude |Ks|> the strong coupling constant, a s, and the strange quark mass, m s. Di­

rect measurements of the Cabibbo angle are therefore possible from strange hadronic r  

decays. These are all tests of the Standard Model and deviations from this would indicate 

exciting new physics. A comprehensive review of the status of r  physics is given in [9].
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Chapter 1. Tau physics at BABAR

Hadrons from r  decays are produced via W  emission. In the decay of the W, fundamental 

quantities, called spectral functions, describe global properties of the hadronic systems. 

Spectral functions parameterize the transition probability of creating hadrons out of the 

QCD vacuum (i.e. out of the charged weak current) as a function of the hadronic mass. 

Essentially the spectral functions consist of the invariant mass spectra of the hadronic final 

states normalised to their respective branching ratios and corrected for the r  phase space 

and decay kinematics, r  spectral functions are both experimentally and theoretically well 

defined. They provide information on hadron dynamics in a mass region that is dominated 

by resonances and complements the simpler asymptotic QCD regime. Several models 

have been proposed to take account of complications that arise in the dynamics in the final 

states with many hadrons with different possible resonance production. These models are 

based either on 577(3)/ symmetry breaking or chiral Lagrangians; a useful summary of 

both techniques can be found in [10].

Relative to non-strange (ud) currents, strange (us) currents of r  decays are suppressed by 

an amount (\VU3\/\VU(i\)2 — tan2 9C, where \Vud\ and \ VUS\ are absolute CKM matrix ele­

ments and Qc is the Cabibbo angle. Resonant decay dominates these currents: the strange 

vector current is dominated by a K* resonance which decays to K tt and the strange axial- 

vector current by the which decays mostly via K p  and K*tt to K tttt.

The BABAR detector is an excellent apparatus for studying r  decays. Not only is it able 

to separate pions and kaons excellently, but also has a high cross-section for r  production 

making it ideally suited to making high precision measurements. Moreover, K® —> tt+tt~ 

can be unambiguously identified with little background without relying on kaon identi­

fication. In the data-taking periods between October 1999 and June 2003, BABAR has 

accumulated 125.4 fb^ 1 of e+e~ collision data. Since the cross-section for t + t ~  pro­

duction is similar to that of B B  production, there is a similar number of e+e~ —» r +r~ 

events, i.e. approximately 110 million r +r~ pairs. These data are mainly on the T(4S') 

resonance energy (10.58 GeV), although a smaller fraction are off-resonance (40 MeV 

below the T(45)). The “12-series processed Run 1+2+3 data set” contains 113.3fb-1 on-

13



Chapter 1. Tau physics at BABAR

resonance and 12.1 fb 1 off-resonance data and its definition is now frozen. This analysis 

uses that complete data set.

At the Tau02 conference [1] a review of r  physics and an outlook were presented. The 

most relevant contributions for this analysis can be found in [2,11-13]. Using the afore­

mentioned data set, we make measurements relevant to some of the studies suggested 

in these papers by studying the decay r~ —► K®n~vT (K® —► 7r+7r~) l . This allows 

us to make the world’s most precise measurement of the r~ —> K°n~uT branching ra­

tio. A study of the K tt invariant mass spectrum from r ~  decays is also

conducted with fits to the dominant K* (892) ~ and smaller contributions from higher K* 

resonances using a p-wave interference parameterization. From the experimentally mea­

sured t  strange spectral functions, it is possible to create SU(3)f flavour breaking dif­

ferences to extract a s and m s. Using such measurements the theoretical QCD sum rules 

can be tested. In recent years, measurements of r  decay branching fractions to strange 

hadronic final states and studies of the strange spectral functions have been conducted 

by ALEPH [14-21], CLEO [22-29] and OPAL [30-34], but have often been limited by 

statistics. With BABAR’s larger data sample we seek to improve upon their precision.

A search for the chirally-suppressed 5-wave ifo(1430)“ , a state not yet observed in 

hadronic r  decay data, is also discussed. Theoretically, the operator product expansion 

(OPE) representations of the longitudinal contributions are known to be poorly converg­

ing [35]. A measurement of the longitudinal Aq(1430)~ spectral distribution would en­

able a longitudinal subtraction to be performed so that theorists can work with the “well- 

behaved” 0+1 sum. The A"q(1430)“ is experimentally challenging to measure since a 

partial wave analysis (PWA) needs to be employed to separate it from the p-wave K* 

resonances that are in a similar mass region, for example K* (1410)

Other interests concerning the K q (1430)“ resonance come from its use as a CP violation 

mechanism in the r  sector [36]. The ATq(1430)- , due to sp-interference, may well show

throughout this thesis, whenever a mode is given, the charge conjugate is also implied.

14



Chapter 1. Tau physics at BABAR

the first evidence of CP violation in the r  sector. CLEO reported on such a study in 

the K tt system [37], but so far in this system no experimental evidence for CP violation 

exists.

1.2 Properties of the r  lepton

1.2.1 Discovery of the r  lepton

The r  lepton was first discovered in 1975 at the Stanford Linear Accelerator Center by 

M. Perl et al using the MARK I detector and SPEAR e+e“ collider [38], This discovery 

gave the first evidence for a third generation of elementary fermions, later observed too 

in the quark sector with the discovery of the bottom and top quarks. Since 1975, the r  

lepton has had many of its properties studied.

1.2.2 World average measured properties

Some of the properties of the r  lepton according to Particle Data Group (PDG) 2002 [39] 

are listed in Table 1.1.

Property PDG values

J 1
2

m T 1776.99:!:°:”  MeV/c2

tt (290.6 ±  1.1) x 10-,s s
CTt 87.11 fi m

Table 1.1: Properties of the r lepton: spin (J), mass (mT), mean lifetime (rT) 
and the corresponding mean decay length ( ct t ). The PDG values are taken from 
PDG 2002 [39].

The r  lepton is the only lepton sufficiently massive to decay into hadrons. At threshold,
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Chapter 1. Tau physics at BABAR

the cross-section for r  production from e+e collisions is given by [40]

W K 3 - / P )
3s 2

where a  is the electromagnetic coupling constant and (3 = (1 — 4m j/s )1/2, with r  mass 

m T and where s is the usual Mandelstram variable [41] equal to the centre of mass energy 

squared. Fc is the Coulomb term which encompasses the attraction between the r + and 

r~. It is given by:
^  ftot ^Fc ~  —--------------. (1*2)

(3(1 -  e~nâ )

High resolution silicon vertex detectors provide a means of measuring the r  lifetime. 

BABAR has begun to measure the r  lifetime, rT, and has a preliminary result of [42]

rT =  290.8 ± 1 .5  (stat) ±1 .6  (syst) fs, (1.3)

which corresponds well to the PDG average value (Table 1.1). A r  of momentum 4 GeV/c 

travelling for 5 lifetimes travels about 1 mm.

1.2.3 t +t  production at BABAR

Figure 1.1 shows the r +r _ production cross-section through the process e+e“ —► r +r~ 

as a function of the centre of mass energy. Threshold production means that s = ml so 

that (3 = 0. Therefore, Eq. (1.1) becomes

threshold ^  ( 1 .4 )
2ml ’ V '

ignoring initial state radiation (ISR), i.e. the radiation of photons by the e+ and e~, which 

decreases t̂hreshold inserting the BABAR energy (y/s = 10.58 GeV) into Eq. (1.1) and 

Eq. (1.2) gives an estimate of the t + t ~  production cross-section to be 0.94 nb. In practice 

the cross-section is 0.89 nb on-resonance and 0.90 nb off-resonance, i.e. 40MeV below 

the T(4S) resonance energy. These numbers differ from the 0.94 nb estimate due to 

radiative effects, such as ISR. For r  physics at BABAR both the on-resonance and off- 

resonance data can be used.

16



Chapter 1. Tau physics at BABAR

10,00010

10001

0.1 100Threshold

0.01

0.001

0.0001
10001001 10

Figure 1.1: t+t production cross-section from e+  e —► t +t  ignoring ISR 
effects which decreases cr*hreshold [40].

1.2.4 r"  —► (strange) ~ v T branching fractions

Invariant mass spectra of hadronic r  decays with an overall net change of strangeness 

provide access to the strange spectral function, the theoretical framework of which is 

discussed in the next chapter. Table 1.2 summarises the PDG 2002 branching fractions 

of the relevant decay channels [39]. For the K it state of interest here, the total branching 

fraction is B{r~ —* (K it)~vt ) = (1.340 ±  0.050)%. There are two decay channels for 

this: B(r~ -► K-ir°isT) = (0.450±0.030)%andjB(r“ K % ~ vr) = (0.890±0.040)%. 

In the latter case, the K°  flavour eigenstate mixes with its antiparticle to form one of two 

equally probable 2 mass eigenstates, K QS and K®, i.e. 50% of t ~ —► K Qit~vT are r~ —*■ 

K qlit~vT decays and 50% are r~  —» decays. Moreover, for the r~ -> K®it~vr

channel, there are two primary decays of the K®.: B(K® —> n+it~) = (68.60 ±  0.27)% 

and B(K°  —> 7r°7r°) =  (31.40 ±  0.27)%. Other K°  decay branching fractions are less 

than (9(10-3). According to PDG 2002 therefore, the decay channel reconstructed in this

M ii m r r i  HU ,| | j | '| | | j | |,H JlBliJI 1 illWT T O 'T r i i m g i m g tl a tT B T T r n n T ^ ^

2Ignoring small CP-violating possibilities.
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Chapter 1. Tau physics at BABAR

thesis has a branching fraction:

B ( t ~ - *  K°s tt- ist ; K°s -+  7T+7T-) =  (0.305 ±  0.014)%, (1.5)

and thus a relative uncertainty of around 5%. We seek to provide a high precision mea­

surement to improve on the B{t~  —► K 0/k ~ v t ) average, Table 1.2. With 1.1 x 108 t + t ~  

pairs available for analysis, we have a potential sample of over 6.5 x 10s r~ —► K®n~vT 

(Kg —► 7t+tt ) events.

Decay channel £ PDG [%]

T ~  —* K~VT 0.686 ±  0.023
t ~ —► K~r]iyT 0.027 ±  0.006

t ~  —> K~7t°iyT 0.450 ±  0.030
T ~  —♦ K 0TT~Vt 0.890 ±  0.040

T ~  —> /C07T—7T°ZXr 0.370 ±  0.040

1 I * 1 + 1 £ 0.280 ±  0.050
T —> K  7r°7T,0i/T 0.058 ±  0.023

r" -> tf*(892)7?7rV 0.029 ±  0.009
r~ —> K ~ n +7j:~7r0iyT 0.064 ±  0.024
t ~  —> K 0n~n0n°iyT 0.026 ±  0.024
T~ —► K~7T°TT07T°iyT 0.037 ±0.021

T~ —* K 07T~n+ir~t/T 0.023 ±  0.020

TOTAL 2.940 ±  0.099

Table 1.2: Branching fractions of the r  decay channels with an overall net 
change of strangeness from PDG 2002 [39]. The highlighted row contains the 
T -  K°s7T- VT (K°s —♦ 7r+ 7r ) channel that is reconstructed here.
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Theoretical issues in the r  sector

2.1 Introduction

In this chapter there is a thorough description of the theoretical issues regarding r  physics, 

particularly involving decay modes that have strange hadronic final states. Some of these 

descriptions go beyond the scope of the analysis that is presented later but are the ultimate 

aims of such studies that have begun at BABAR. In order to motivate these studies the 

theoretical background is discussed here.

This chapter is organised as follows: Section 2.2 provides an overview of the theoretical 

issues related to hadronic r  physics, details where these align with the scope of the analy­

sis presented in Chapter 6 , and outlines what would hope to be achieved in future studies. 

Throughout the rest of Chapter 2 some of the various theoretical points are expanded 

upon.

The analysis presented in Chapter 6 concentrates on the decay channel r~ —► K®n~vr 

i.K°s —* 7r+7r ), and has two key aspects:

19



Chapter 2. Theoretical issues in the r  sector

o Measurement of B(r  —•> K °tt vT). 

o Studies of the K tt invariant mass spectra.

Presented in the rest of Chapter 2 are two principal illustrations of where improvements 

relating to the extraction of m s using hadronic r  decay data can be achieved. The first 

comes by way of improvements in measurements of the strange spectral functions which 

are directly related to the invariant mass spectra of the produced hadrons. The second 

arises from a possible measurement of the scalar component of strange hadronic r  decays, 

expected to be manifest as a i^J(1430)“ resonance. This state has not yet been observed 

in r  decay data: it is expected to have a small branching fraction and it is also complicated 

by the need to separate it, using the spin-parity properties, from other K* resonances in a 

similar mass region. In Chapter 6 neither the translation of the mass spectra measurements 

into spectral functions nor a result for B(r~ —► K q(1430)~i/t ) are presented, but two 

stepping-stones en route to those goals are.

2.2 Theoretical overview

Hadrons from r  decays are produced by the charged weak current, i.e. from the QCD 

vacuum. The hadronic physics factorises in these processes and so can be completely 

characterised for each decay channel by spectral functions as far as the total decay rate is 

concerned. The spectral functions are directly related to the invariant mass spectra of the 

hadronic final states normalised to their respective branching ratios and corrected for the 

r  decay kinematics. Hadronic r  decay data give access to the light quark vector (V ) and 

axial-vector (A) spectral functions, and some of the terminology used in the rest of the 

discussion in relation to these is defined in Table 2.1. Investigations of the dynamics of 

quantum chromodynamics (QCD) at intermediate scales and improved determinations of 

certain QCD/Standard Model parameters are therefore possible.

The r  strange spectral functions, like in the non-strange sector, provide the possibility of
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Hadronic final state Property

Scalar 11 o +

Pseudoscalar II o 1

Vector J F =  1-
Axial-Vector J p =  1+
Longitudinal II o

Transverse J  =  1

Table 2.1: Terminology used to describe hadronic final states.

following the results of such QCD studies at the r  mass scale. The strange quark mass 

can be determined by invoking the QCD sum rules and exploiting the difference between 

ud and us vector and/or axial-vector correlators, whose spectral functions are measurable 

in hadronic r  decay.

The r  hadronic decay rate ratio, R r , can be both measured experimentally (it is calculated 

in terms of weighted integrals involving the spectral functions, and the spectral functions 

are directly related to the measured invariant mass spectra of the final state hadrons) and 

calculated theoretically using the equivalent operator product expansion (OPE) contour 

integrals, as discussed in Section 2.4.5. The basic idea is that by equating these integrals 

using the finite energy sum rule (FESR) relationship, measurable quantities obtained from 

experiment (spectral functions) can be equated with calculable quantities from theory 

(correlators), involving the unknown parameter m 3. Consequently, m s can be determined, 

as discussed in Section 2.4.8.

Theorists ideally want the total strange spectral function determined independent of res­

onance structure, separated into vector and axial-vector contributions. However, experi­

mentally it is difficult to separate into vector and axial-vector components, but there are 

many interesting QCD topics that can be studied using the V +A sum without embark­

ing on this difficult separation. The three such applications Maltman discussed in detail 

are [2]:
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o The investigation of the nature of duality violation in QCD at intermediate scales, 

and its relation to the determination of a s.

o The extraction of the strange quark mass, m s, from flavour breaking differences of 

flavour ud and us data.

o The determination of the dimension D =  6 term in the operator product expansion 

for the flavour ud V —A correlator difference.

The strange quark mass, m 3, is one of the free parameters in the Standard Model and 

appears in many phenomenological calculations, for example the CP violating kaon pa­

rameters s '/s  [43^18]. The last bullet point concerns the evaluation of the chiral limit 

values of the K  —> tttt electroweak penguin matrix elements which also provides infor­

mation about the s '/s  ratio but is not considered here; it is described in detail in [2 ].

In the above models, the strange r  decay rate is sensitive to m a which can thus be ex­

perimentally inferred. Since m s is relatively large with respect to the non-strange u and 

d quark masses, it is possible to break chiral symmetry; in the massless SU(3)f limit 

this would not happen. This introduces a mass dependence into the perturbative QCD 

prediction of the total strange hadronic width of the r. A combination of strange and non- 

strange modes can be found using the total rates, along with the moments of the relevant 

spectral functions, such that the dominant massless perturbative contribution cancels. The 

strange quark mass can subsequently be derived using a combined fit without perturbative 

corrections using only these non-perturbative contributions.

Improving the large statistical uncertainties in us spectral data above the K* region pro­

vides a way of subtracting the poorly converging longitudinal part of the us vector and 

axial-vector correlators in the OPE representation. In turn, this provides a check of the op­

timisation method of the finite energy sum rule extraction of the strange quark mass [49].

There are a few reasons why improved experimental measurements are important to the 

FESR extraction of m s. The first is that previous measurements of the spectral func­

22



Chapter 2, Theoretical issues in the r sector

tions have been limited by statistics: in the K* region the uncertainties are around the 

6-8% level and above ~  1 GeV2 they increase to around 20-30% [2]. Improving these 

will therefore reduce the error on m s which is extracted using the experimental data. 

Moreover, the OPE does not handle the scalar (J p — 0+) contribution well and so cur­

rently the m a determination suffers from a highly conservative uncertainty due to the 

poor understanding of this contribution on the theory side. If the corresponding scalar 

spectral function could be measured experimentally, it would be possible to perform a 

“longitudinal subtraction” which, even with a 100% uncertainty associated with it, would 

correspond to a much smaller uncertainty than that associated with the badly-behaved lon­

gitudinal OPE representation. In other words, any reasonable measurement of the scalar 

spectral function from experiment will enable theorists to use this, via the FESR relation­

ship which equates experimental quantities with theoretical quantities, to subtract off the 

scalar contribution on the theory side. To date, however, the presence of a scalar con­

tribution to strange hadronic r  decay has not been observed experimentally. The scalar 

contribution is expected to be manifest as Kg (1430) “ which decays primarily to K tt. 

Even if not observed in the higher statistics samples available at, for example, B  Fac­

tory experiments such as BABAR, an improvement in the branching ratio limit by a factor 

of 5 of this scalar resonance would benefit the m s measurement. Currently the limit is 

B(t ~ -> jRTq (1430)- i>v) < 5 x 10" 4 measured by ALEPH [20].

In Chapter 6 , a stepping-stone along the path to measuring the total strange spectral 

function and a stepping-stone towards a possible measurement (or limit) of B(r~

AJ( 1430) ~ 1/7-) are presented. The first comes from the measurement and fits to the K n  

invariant mass spectra. Since the spectral functions are directly related to the invariant 

mass spectra, these can, in principle, be calculated. However, it is really the total strange 

spectral function for r~  —> (strange) ~vT that is most important as far as computing the 

decay rate is concerned. Once the invariant mass spectra from all the r~  —► (strange) "i/T 

channels have been measured, then it will be possible to compute the total strange spectral 

function and therefore compute the strange component of R T, that is /2frange. In this anal­

ysis we only provide one component of that, which corresponds to r “ —> (K tt)~i/t decay.
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The other strange decay channels have not yet been studied at BABAR, but would be good 

avenues to pursue so that ultimately a BABAR measurement of JRfrango can be presented. 

Since BABAR has a higher statistics sample over the whole spectral range than have been 

used in all analyses currently published, we would expect to obtain a more precise mea­

surement of .R"trange which would lead to a smaller uncertainty on m s extracted from t  

decay data than is currently obtainable. Secondly, in this analysis the scalar 705(1430)“ 

resonance is searched for by looking for an sp-interference effect. Whilst we observe 

that some such effect might be present in our data, we have neither the confidence in 

the statistics nor systematics at the precision needed to announce an observation. Since, 

as discussed in Section 2.4.9, it is non-trivial to assign what is “resonance” and what is 

“rest” for the scalar system we have omitted quoting a limit on B(r~  —► ffj(1430)~i^r ). 

To do so at this stage would be presumptuous: it would require considerably more effort 

to understand the spin separation of the resonance contributions at higher K ir mass as 

well as other backgrounds and resolution effects, and is beyond the scope of this analysis. 

Again, this would be a useful study to pursue.

Both leptons and quarks participate in weak interactions through charged V ~A currents. 

The quark mixing angle (Cabibbo angle, 9C) was introduced in 1963 to account for weak 

decays of strange particles [7]. Prior to this the observation of decays such as K + —>

weak current coupling to a u and s as it does in K + —► ^ +z^; in the ud and cs doublet 

scheme only transitions between u <->■ d and c «-»■ s would be possible. In this simple 

scheme lepton-quark symmetry means that the weak interactions of quark families,

2.3 Quark mixing and the CKM matrix

could not be catered for theoretically as a doublet of ud and cs would not lend itself to a

and (2 .1)

are identical to those of the lepton families,

and (2 .2)

24



Chapter 2. Theoretical issues in the r  sector

In the Standard Model, the weak coupling constant, gw> is the same for flavour changing 

transitions u «-► d and c <-»■ s as it is for e~ <-> ve and p r  «-»■ for example in muon 

decay p~ —» i/Me~z7e. Transitions between the different generations are forbidden at this 

level of simplicity. However, the observation of kaon decays, such as K + —* p +v,(1, 

to lighter mesons meant that this could not be the whole story; such decays require the

charged current s —> u transition. By allowing the quarks to mix, such observations can

be accounted for in the Standard Model. Cabibbo introduced the ud! doublet and cs' 

doublet for this purpose. The d' and s' are given by:

d! = d cos 6C 4- s sin 9C; (2.3)

s' = — dsindc +  scos9c . (2.4)

The Cabibbo angle has been measured experimentally to be 12.8° [39].

Quark mixing was included in the Standard Model [4-6] resulting in the CKM (Cabibbo- 

Kobayashi-Maskawa) matrix model of quark mixing 1 [7,8]. The weak quark eigenstates 

are different from the quark mass eigenstates and the relationship between these eigen­

states is given by the elements in the CKM matrix,

I kud I4s ^ub \
V  =  14* Vcs Vcb . (2.5)

\  Vtd Vu Vtb J

The Vij parameterize the relative strengths of the transition of “down-like” quarks (J =

d, s, b) to “up-like” quarks (z =  u, c, t). For example, Vud represents a charge raising

vertex like d —> W ~u  and V*d represents a charge lowering vertex, u —» W +d. The 

unitarity of the CKM matrix is apparent in the standard parameterization [50]:

f  -̂12̂ 13 1̂2̂ 13 1̂3̂  \
V = I 512c23 c12s23S13etS c12c23 s12s23Si3elS s23Cj3 J , (2.6)

\  î2‘S23 c12c23Si3e* Ci2s23 Si2c23s13et<s c23Ci3 J
where = cos 0iJt stj =  sin 6^ and <5 is the complex phase.

'For the remainder of this thesis quark mixing is implied and the primes on quark mixtures are dropped 
to ease the notation.
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The diagonal elements in the CKM matrix are near unity whilst the off-diagonal elements 

are small, but significantly not zero. In general, a 3x3 matrix requires eighteen real 

numbers to define it, but the CKM matrix only requires four; for three quark generations, 

the matrix elements may be expressed in terms of three real angles and one complex 

phase. It is the complex phase that forces the condition V ^  V* so that CP violation 

occurs.

A brief mention about CP violation seems unavoidable as it is the main physics motivation 

for the BABAR experiment, although not the main thrust of this analysis. BABAR has 

already made the first observation of CP violation in the B  meson system [51]. Studies 

are also currently underway to investigate possible CP violating effects in the r sector. 

These look at the sp-interference between the p-wave r decays through a W ± and the 

s-wave r  decays through a possible charged Higgs boson, H ±.

A condition resulting from the Standard Model is that V^V  =  1 and so a number of 

relations among elements of the CKM matrix can be made. Three of the most useful for 

understanding CP violation are:

vudv;s + vcdv;3 + vtdv* = o; (2.7)

vuav;b + vC3v;b + vtsvti = o; (2.8)

Vudv;b -1- VcdV*b +  VtdVtl = 0. (2.9)

Each of these three relations requires the sum of three complex quantities to be zero and 

this can be visualised as a triangle in the complex plane. Such triangles are known as 

“unitarity triangles”, shown in Figure 2.1.

The area of each triangle is predicted to be the same and is a measure of the CP asym­

metry. In BABAR the most important equation, i.e. that relevant to the B  meson system, 

is Eq. (2.9). The angles of the corresponding triangle can be measured experimentally. 

The quantity sin 2/3, where (3 =  arg [—VcdV*b/VtdVtl] is an angle in the unitarity triangle, 

was the first CP violating quantity to be measured at BABAR. Currently measurements of 

sin 2a, where a  =  arg [—VtdVtl/V udV*b], are underway. If the angles of the triangle do
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(1,0)(0,0)

Figure 2.1: The rescaled unitarity triangle. All sides are divided by

not sum to 7r then there is evidence for physics beyond the Standard Model.

Further details about the main goals of the BABAR experiment, including the CP  physics 

goals, can be found in [52].

2.4 Theoretical framework of r  decays

2.4.1 Hadronic r  decays

Analogous to leptonic r  decays, the invariant mass amplitude for hadronic r  decays to a 

hadronic final state, h, whose initial quarks are labelled z, j ,  can be written in the form of 

a current-current interaction [53],

2 i  
a/ 2  '

M (r~  -> h~uT) = (2 .10)

where G F is the Fermi constant, L tl is the leptonic current and H h is the hadronic current. 

An example of such a decay is r~ —> K °n~ vT whose Feynman diagram is shown in 

Figure 2.2. The leptonic current, with Dirac spinors vVT and wT, is given by

A* “  VvrJpil ~  7s)^r, (2-11)
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and the hadronic current by

^  =  { f e " I R( 0 ) - ^ ( 0 )} |0>. (2 .12)

In Eq. (2.12) the physical vacuum is denoted by 0. Hadronic final states are therefore 

created out of the QCD vacuum by the weak charged current.

jg Q

Figure 2.2: Feynman diagram of r  —> K°7t v t  decay. The decay is Cabibbo 
suppressed.

The differential decay width can be written generally as

dr(r~ -* hrvT) = d(LIPS) (2.13)
T c  f t  b s j -

and can be related to the r  structure functions [54]. In Eq. (2.13), LIPS is a Lorentz invari­

ant phase space element and the current tensors follow from squaring the invariant mass 

amplitude, M , in the calculation. Using Eq. (2.13) it is possible to estimate the branching 

ratio B(r~ —> (strange)~uT) quite simply within the framework of the Standard Model 

since a number of factors appear in both numerator and denominator, and therefore cancel 

in the branching ratio. The branching ratio B(r~ —► (strange) “ ẑ v) is defined by:

S (r~  -> (strange)- ^ )  =  r [ ( r  -> (strange) i ^ ] ^
r[(r —► (anything) i/T)J

There are four possibilities for the decay of the r: two involve hadronic final states, i.e. 

ud and us, and two involve leptonic final states, i.e. e and p. Since quarks can mix in 

the Standard Model, a factor of \Vud\2 — cos2 9C — 0.95 is introduced to accompany the
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hadronic current in the ud case, and similarly a factor \Vua\2 ~  sin2 0C ~  0.05 is present 

for the us case, where |Vuct\ and |I43| are absolute CKM mixing elements and 0C is the 

Cabibbo angle. For the leptonic current there is no mixing and so the equivalent “factor” 

is 1. Using Eq. (2.13), Eq. (2.14) can be recast in terms of these factors which, after some 

cancellation, yields:

B(r  —> (strange) i/T) ~ 3|K 2 US I
^lUtdl2 +  3|V^S|2 +  1 +  1 
3 sin2 6C

rs_/ _________________

5
^  3%, (2.15)

where the 3 in front of the |Vij|2 factors correspond to the 3 possible quark colours. The 

estimated value of 3% agrees well with the experimental measurement, Table 1.2. This 

simple parton level description has to be refined in view of corrections such as final state 

interactions (hadronisation) of the quarks.

Theoretically, the hadronic r  decay width can be parameterized in terms of the spectral 

functions, p(s) [55]. Experimentally, the spectral functions can be determined by mea­

suring the invariant mass spectra of the hadronic final states, normalising them to their 

respective branching ratios and using the appropriate kinematic factor. The spectral func­

tions are therefore obtained, for J  — 1 hadronic final states, using [20]

ml B(r~  - + V ~ /A - ( J =  1 ) K
Pv/AtM) = ^\Vij\2SEW B ( t ~  —► e~vevT)

x 1 d N v/A;ij
Nv/ A\ij ds

and, for J  — 0 hadronic final states, using

—  ) ( 1  +  2 —
ml ) \ ml

(2.16)

pvUiM)  = 6 |V y2SEW B (r~ —> e~uei/T)

X 2. (2.17)
V /A ;i j

For each p(s), the subscripts V  and A  are used to denote the vector and axial-vector 

spectral functions respectively and the superscripts give the spin J ; transverse contribu­

tions are given by the J  =  1 spectral functions and longitudinal contributions by the
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J  = 0 . As usual the absolute flavour ij  CKM matrix element is given by \Vij\, and SEW 

is an electroweak radiative correction. The quantity (l / N v/A.tij) (dNv/A.i:i/ds)  is the nor­

malised invariant mass-squared distribution of the corresponding vector or axial-vector 

decay channels, and this can be measured using hadronic r  decay data. For example, 

ALEPH have made measurements of the invariant mass distributions using a number of r  

decay channels involving strange hadronic final states and translated these measurements 

into the total strange spectral function in [20]. BABAR has begun similar analyses, of 

which the work presented in Chapter 6 is part.

Integrating Eq. (2.13) yields an expression for the r  hadronic decay rate in terms of the 

spectral functions [55,56]:

T (r“ —> h~i/T) =

G2Fm3r
32tt2

m'i
2

1 +  +  p JL (s)] +  paI*(s)/ ds(1-^) (Cos20c0

( l  + 2 ^ )  [<>„.(S) + + (C.W + Pl°U s)] }• (2.18)+  sin2 0C

Relative to non-strange (ud) currents, strange (us) currents of r  decays are, from Eq. (2.18), 

suppressed by an amount (IK ^I/Ivy  )2 ~  tan2 9C.

The K tt spectral function is dominated by the AT* (892) resonance, but smaller contri­

butions from higher mass K * resonances have been observed [20]. Two parameteriza- 

tions that have been used in practice to model wide hadronic resonances, for example the 

r~ —> p~ vT hadronic current, are:

o The Kuhn-Santamaria model (KS) which is essentially a Breit-Wigner with energy 

dependent width [57].

o The Gounaris-Sakurai model (GS) which incorporates analyticity through finite 

width corrections [58].

At BABAR studies are underway which use these parameterizations in the non-strange
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sector [59,60]. These parameterizations should lend themselves to the Kir system too, 

although there are other ways to study the spectral distribution which might be better 

in the K'k case. For instance, for the i^o(1430)_, which decays essentially entirely (or 

perhaps entirely, with no qualification) to Kn,  an s-dependent width relevant to the two- 

body K 7r s-wave (rather than p-wave) decay should be reasonable. However, in K tt- 

scattering experiments such as LASS a non-trivial background, or indeed real structure, 

in the A'q(1430)_ region was observed [61-63]. This is likely to be true in the r  decay 

case too.

2.4.2 Properties of the weak charged current

G-parity is the quantum number corresponding to the conserved vector and axial-vector 

currents. The operation comprises isospin rotation followed by charge conjugation. Ta­

ble 2.2 shows the properties of the weak current. In the non-strange sector, where G-parity 

is conserved, the properties given in Table 2.2 assert that a decaying r  lepton to a number 

of pions, each with G = — 1, will proceed via the vector current if the number of pions is 

even or via the axial-vector if the number of pions is odd.

Conserved vector current (CVC) is the term used to describe the hypothesis that the weak 

current and its conjugate, together with the electromagnetic current, form an isospin triplet 

of conserved currents. For even G-parity final states only the vector current contributes. 

CVC therefore connects the decay rate to the cross-section for e+e~ —» hadrons.

In the case of strange hadronic final states it is not acceptable to neglect the strange quark 

mass, m s, as can be done for the smaller u and d masses manifest in non-strange hadronic 

states. This means that it is possible to break chiral symmetry in the strange sector and 

therefore G-parity cannot be defined for strange hadronic states. As a consequence it is 

difficult to separate vector and axial-vector contributions in a manner analogous to the 

non-strange sector. CVC may be violated for decays with strange hadronic final states, 

i.e. the vector current is not necessarily conserved.
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Property Vector current Axial-vector current

I 1 1
G +1 -1
J p 0+ (strange), 1~ o - , i+

Table 2.2: Properties of the weak current allowed particle final states: isospin 
(I), G-parity (G) and spin-parity (J F). The vector current can produce scalar 
(0+ ) and vector ( I - ) hadronic final states, whilst the axial-vector current can 
produce pseudoscalar (0~ ) and axial-vector (1+ ) hadronic final states. I f con­
served vector current (CVC) is obeyed, which is true for non-strange final states, 
the scalar (0+ ) final state is not possible; the decay products of vector current 
interactions are always vectors (1“ ) themselves. CVC is not obeyed for strange 
decays so the final states can be scalar (0+ ) or vector (1~ ). G-parity is not a 
good symmetry in the case of strange final states.

2.4.3 Operator product expansion and analyticity

The operator product expansion (OPE) is used in a number of QCD calculations and is 

given by [64]

i f  d s  e‘-*A(x)B(0) ~  (2-19)
^ k

Eq. (2.19) represents the product A B  of the two local operators as a linear combina­

tion of the local operators Ok with coefficient functions Ck(q), where q is the total four- 

momentum transfer of the system. Treating the OPE as an expansion in inverse powers 

of an energy-squared variable, s, the singularities of the product arise in the coefficients 

which are ordered according to the increasing exponent k in s~h, where s =  q2 = —Q2 is 

the usual Mandelstam variable [41].

In local quantum field theory, the product • • • A a(xa) of two (or several) field oper­

ators is singular for coinciding arguments. Of essential importance is the ability to define 

it in a neighbourhood. To this end, the operator product can be expanded in the form [65]
n

A x(x +  z 1) • • • A a(x +  =  f k{x \  . . . ,  x a)Ok{x) +  R n(x, x \ . . . ,  x a), (2 .20)
fc=0

where the remainder R n disappears in the limit xj —> 0 as the functions f k become sin­
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gular, i.e. non-vanishing. This can then be generalised by assuming that any operator 

product can be represented as a series,
o c

A x(x +  a;1) • • • Aa(x +  x a) = ^ 2  > x a)Ok(x), (2.21)
k=0

which is asymptotic. This means that for every N  there exists a k(N)  such that the 

coefficients f k(pX1) . . . ,  p \ a) vanish faster than pN for all k ^  k(N).

The OPE can be formulated within perturbation theory [66], From this, conditions under 

which the OPE gives complete information on the short distance behaviour of the operator 

products can be found. In QCD, however, there is a strong non-perturbative component. 

To apply the OPE in QCD there is the problem of extending it to the non-perturbative

regime. This issue has been faced since the development of the QCD sum rules [67]. For

this purpose the OPE is combined with analyticity (regularity) and other non-perturbative 

aspects of QCD. Analyticity is used to replace the low energy integral by that along a 

circular contour of a sufficiently large radius in the complex s-plane [44]. This is nec­

essary since Feynman diagrams, through which observables (including those describing 

high energy effects) are expressed, contain integration over small momenta where the va­

lidity of the OPE is expected to breakdown. An example of the success of this application 

is manifest in the finite energy sum rules (FESRs) and their relation to the hadronic r  

decay spectral functions.

2.4.4 t  hadronic decay rate ratio, R T

The ratio of the hadronic r  decay rate through the flavour, /  =  i j  =  ud , us, vector (V) 

and axial-vector (A) current to the electronic decay rate is defined by [68]

n v/A-,n =  r[r~ -> t-yhadrons v/a^ ) ]
iX — r — / \ 1 jT[r -> vTe ue{j)\

where 7  is used to indicate the presence of additional photons or lepton pairs. To first 

approximation R r ~  3, reflecting the fact that there are three possible quark colours.
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However, the hadronic decays are affected by radiative corrections of the strong interac­

tion, for example virtual gluon exchange. Such corrections increase R T and scale with a s. 

Measuring deviations of RT from 3 therefore provides a way of measuring a s itself.

Theoretically, the total hadronic width can be accurately calculated using the OPE along 

with analyticity. R r can then be expressed as [68,69]

n  =  n csew |  ( iv y 2 + iv y 2) [ i + <5(o)] +  y , i iv y r e ?  + i K - r a  1 , (2.23)
L 2 J

where Nc is the number of quark colours (i.e. 3), 5BW is an electroweak radiative correc­

tion (SKW = 1.0201 ±  0.0003), and and 6 ^  are corrections in the OPE dominated 

by terms proportional to m 2s and m s (qq) (the latter is a condensate correction). In the the­

oretical framework, the OPE is used to create a series of local gauge invariant operators 

of increasing dimension D —  2n times appropriate inverse powers of s. A consequence 

of chiral symmetry is that the purely perturbative dimension-zero contribution, 5{0), is 

identical for vector and axial-vector parts. For higher dimensions, D  ^  2, the vector and 

axial-vector contributions are averaged, = (5^% +  S^D /2.  These averages contain 

implicit suppression factors of 1/m f .

2.4.5 Spectral weights and their relation to R T

Hadrons produced in r  decays are created from the QCD vacuum via the charged weak 

current. This property means that all the physics is contained within the spectral functions. 

Moreover, the produced hadronic systems have isospin 1 = 1  and spin-parity J p = 0+, 1~ 

(V) and J p = 0_, 1+ (A). The spectral functions are directly related, normalised to their 

respective branching ratios and with kinematic corrections, to the invariant mass spectra 

of the hadronic final states. The r  hadronic decay rate ratio (Eq. (2.22)) can be written 

compactly in terms of weighted integrals over the spin J  = 0 and J  = 1 hadronic spectral 

functions [2 ].

From Eq. (2.18), an expression involving RT can be obtained by dividing through by the
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electronic decay width, numerical factors and CKM matrix elements: [2,49]:
i

r ) V /A - , i j  P

;i27rzlK j|2g EW] =  J  d!/^ 1 ~ y ^ l  +  2 v ^ p w « ^  - Z V - ' P v / a m i W
0

=  2ni /  +
\V t  1=1

m2

ds  * K (2.24)
0

where yT = s /m 2r, |Vy| is the CKM flavour i j  matrix element, S EW is an electroweak 

correction, and Pv/Atij(s) is the spectral function of the corresponding spin J  part of the 

flavour i j  V /A  correlator, 11^.^ (s) 2. Figure 2.3 shows the integration contour of interest. 

The contour integral appearing in Eq. (2.24) follows from applying analyticity and the

OPE as done by Pich [70] to measure the r  decay rate to determine the QCD running

coupling constant, a s> at the m T scale. The spectral functions themselves are defined by

pVaJ Q 2) = ; M 2)’ (2.25)

where q is the 4-momentum of the hadronic system, i.e. q2 corresponds to the invariant 

mass squared of the final state hadrons (q2 =  s).

Theoretical analysis of the hadronic r  decay width involves the two-point correlation 

functions associated with the time-ordered vector, VJj(x) =  q ^ q t  and axial-vector, 

A%(x) = Q j Y ' l B Q n  colour-singlet massless quark currents:

n 7 j q 2) =  i / ’d ^ e ^ < 0 |T { ^ (x )K “(0)t }|0>; (2.26)

n Z M 2) = * J  d4z  e<,*{0 |T{AJ(2;)Ay(0 )t }|0>. (2.27)

The correlators admit Lorentz decompositions and so can be broken up into separate 

longitudinal (J  =  0) and transverse (J  — 1) contributions:

n W a * )  =  i f d lx t*-{oYr{j* /A(x)Jz/A(o)'}\o)

= + (2.28)

2Providing there are no kinematic singularities, the combination Pv/A-ij(s ) =  Pv/A-,ij{s ) +  Pv}a-,u (s )
and spv}A.tij{s) correspond to the scalar correlators 1 1 ^ ( 8 )  =  Uv/am (s ) +  n v /A;ii(s) and
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where Jy/A can be either the V or A  current. For a given channel, the experimental 

decay distribution can be used to extract the kinematically-weighted linear combination 

of J  = (0 +  1) +  (0) spectral functions.

Non-strange (ud) hadronic r  decay data provide very detailed information on the sum 

py+1)(s) +  pA+1)(s). For states containing only pions, G-parity allows unambiguous sep­

aration of the V  and A  components of this sum. Consequently the separate V  and A  

terms as well as the difference A p =  p(y +1)(s) — pA+1) (s) are known very accurately from 

experiment. A recent theoretical treatment of the non-strange (ud) spectral functions is 

given in [71]. In the strange (us) sector things are not as simple since there are longi­

tudinal contributions to hadronic r  decay via the vector current (Table 2.2). As a result 

CVC cannot be assumed to hold and G-parity cannot be invoked. Therefore, the ability to 

separate V  and A  components experimentally in the strange sector is much more difficult 

and as yet has not been done nor has a suitable method for doing so been presented.

The fact that vector and axial-vector currents are not conserved in r  decays with strange 

final states is one way of explaining why a massive vector, such as the W ,  can couple to 

spin 0 as well as spin 1 particles, i.e. that there are longitudinal contributions to r  decays 

to strange hadronic final states. In this description the inclusive sum over final states of a 

given total s corresponds to the imaginary part of the relevant current-current correlator 

(i.e. the relevant spectral function). For non-strange (ud) final states the vector current is 

conserved (CVC) since (mu — m d) is so small it can be neglected. If the current is not 

conserved, which is the case for the strange (us) vector and strange axial-vector currents 

due to (mu — m s) and (mu +  m 3) being non-zero respectively, then the correlator has a 

part proportional to (q>lq1' — <7 for spin 1, and a non-zero part proportional to qliqv for 

spin 0 which arises from the coupling of each of J * and J " to a scalar state, which has 

to have a factor of momentum in the coupling to carry the Lorentz index. These terms 

can be clearly seen in Eq. (2.28). For the axial-vector channel, (s) *s saturated by the 

flavour i j  Goldstone boson pole in the chiral limit and has non-Goldstone contributions 

proportional to (m* -1- m ;-)2 [2]. Therefore, apart from pSf?ud(s), the 7r-pole contribution,
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all other can be neglected. For the vector channel, pvlij(s) is proportional to

(m* — rrij)2. Although py]ud can be safely neglected, py]U3, the contribution at the A-pole, 

due to the relatively large strange quark mass, cannot. If the currents had been conserved 

then there would only be the spin 1 part of the correlator/spectral function, but when they 

are not conserved, which is borne out in practice for strange hadronic final states, then 

both spin 1 and spin 0 occur. The spin 0 part is, however, chirally-suppressed due to the 

factors of quark masses. These mass factors measure the degree of non-conservation and 

go some way to explaining why the expected branching ratio is small.

Cauchy’s theorem, along with analyticity, implies that the correlators (II) that have no 

kinematic singularities satisfy finite energy sum rules (FESRs). The contour integral 

appearing in Eq. (2.24) therefore follows as a direct consequence of the general FESR 

relation, which for weight functions w(s) analytic in the region |s| < S  of the complex 

5-plane and for any sQ < S  have the form [2]

In the case of Eq. (2.24), which is expressed in terms of yT, the contour integral is along 

a circle of radius 1. Equivalently, in the complex s-plane the radius of the contour is m 2r , 

as shown in Figure 2.3. If s0 is sufficiently large in order that the correlators (11) may 

be approximated by their OPEs, i.e. so that contributions from non-perturbative effects 

confining quarks in hadrons are small, which is true as s0 —> m 2T, there exists a relationship 

between spectral data and the OPE parameters. This assumption was made in formulating 

the contour integral for Imll in the complex s-plane in Eq. (2.24). The analyticity property 

of the correlator n (J) allows the evaluation of Eq. (2.24) since II(J) is analytic in the 

complex s-plane everywhere except on the positive real axis, where singularities exist.

Experimental data provides access to the ud-us spectral difference and hence to integrals 

of the corresponding correlator difference. In other words, the LHS of Eq. (2.29) can be 

determined using the decay constants of the relevant scalar and pseudoscalar resonances, 

while the RHS can be evaluated using the OPE providing s0 is large enough. At such

0

(2.29)
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lm(s)

Re(s)

Figure 2,3: Integration contour in the complex s-plane. Analyticity is used to 
replace an integral along the cut by that along a circle of radius m 2.

large values of s0 these differences are dominated by the D = 2 term of the OPE which 

is proportional to m 2s.

A modified version of Eq. (2.24) is obtained by multiplying the integrands of both the 

spectral and OPE representations of R j /A'ij by the factor (1 — yT)ky lr. This representation 

is called “the (fc, /) spectral weight sum rule”. Such weighted integrals are known as 

moments. The advantage of recasting Eq. (2.24) in this manner is that a spin separation 

of the i j  = us spectral data is no longer needed in order to evaluate the integral involving 

the spectral functions, i.e. an experiment need not undertake the spin separation so that 

the spectral side can be equated with the OPE side of the FESR relation (Eq. (2.29)). As 

mentioned before, because there is no such concept as G-parity for strange final states, 

separate V  and A  measurements are tough to make experimentally; applying the spectral 

weights therefore negates this necessity.

For any s0 < m 2r therefore, hadronic r  decay data can be used to evaluate the spectral 

integrals required for various V  and A  FESRs. a s and m s, which appear on the OPE 

side of the FESR relation, can be evaluated using spectral integrals providing that there
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exists a window of s0 below m\ such that the breakdown of the OPE representation of the 

relevant correlator (“duality violation”) is negligible. Figure 2Aa shows how the (0,0) 

weighted spectral integrals vary for s0 ^  m 2r. Figure 2Ab shows the same thing for the w10 

weight, which was constructed by Maltman and Kambor [35] to have better convergence 

behaviour. Figure 2Aa and Figure 2Ab are made using the values from Table A.2. The 

origin of these values is described in Appendix A.
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Figure 2.4: ud spectral integrals for different s0 for the weight cases a) (0 ,0 )

(left) and b) w10 (right). When s0 = m l this is the R r integral, up to constant 
factors.

2.4.6 OPE regime of validity for hadronic r  decay data

In order to use hadronic r  decay data to determine parameters appearing in the OPE it is 

crucial to verify that some of the scales kinematically accessible in r  decay lie in a region 

of validity of the OPE:

o For very large s0 the OPE is expected to provide a reliable representation of hadronic 

correlators over the whole circle |s| =  s0 in the complex s-plane. The correspond­

ing spectral function, p(s0), will also be well represented at large s0. This is some­

times referred to as the regime of validity of “local duality” (LD) [2].

o Moving towards lower s0, the OPE is expected to first show signs of a breakdown
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for those s on the circle |s| =  s0 near the positive real axis because singularities 

exist on the positive real axis [72]. It is therefore thought that the OPE, while not 

reliable near the positive real axis, is reliable over most of the rest of the circle. 

The regime of “intermediate” scales for s0 for which this is the case is sometimes 

referred to as the regime of validity of “semi-local duality” (SLD).

o At small s0, the OPE is expected to be unreliable over the whole circle |s| — s0- 

This is sometimes referred to as “duality violation”.

Even though strong duality violations exist for the sfc-weighted FESRs for the ud correla­

tor, the FESR for R ^;ud (Eq. (2.24)) is in close agreement with experiment [15,17]. R^',ud 

has the kinematic weight (1 — yT)2(l +  2yT) and is actually a linear combination of four 

sfc-weighted FESRs. So, an obvious question is: given duality violations can exist, why in 

the case of R^'ud should there be such close agreement between the FESR and the exper­

imental data? The key to answering this question is that at the point s = ml, where the 

circle |s| =  ml  crosses the positive real axis, the hadronic phase space comes to an end. 

Consequently the kinematic weight (l — yT)2(l + 2yT) has a double zero at \s\ = m 2r. OPE 

contributions from the part of the integration region near the positive real axis, where the 

validity of the OPE is expected to be in jeopardy, are therefore suppressed by this double 

zero. It is precisely this feature that is thought to explain the success of the R ^ ud FESR.

In a similar manner, other FESRs with suppressions of the OPE contributions from this 

region are also expected to be well satisfied, i.e. by localising the breakdown of the OPE 

to the vicinity of the positive real axis for scales s0 ~  m 2r.

2.4.7 Determination of ols

The QCD analysis of the non-strange inclusive r  decay width has led to precise mea­

surements of the strong coupling constant at the r  mass scale, a s (ml). Using the FESR 

relation (Eq. (2.29)) the QCD phenomena of a r  with s0 < m 2r can be investigated.
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Theoretically, correlators that show a reduced level of duality violation are chosen as a 

starting point. This helps reduce the theoretical systematic error associated with such 

duality violation which is a difficult uncertainty to assess. A suitable correlator happens 

to come from the ud V + A combination. Another reason for this choice is to reduce the 

significant uncertainty associated with the gluon condensate which dominates the non- 

perturbative corrections on the OPE side. As it happens, weighting so as to suppress the 

D = 4 term achieves this.

In Maltman’s a s extraction [2] these techniques are put into practice. a s is extracted 

using the weighted FESR 3 at s0 ~  m l , i.e. weighted with the factor (1 — yT)2( 1 +  2yr). 

A weight with a double zero and the highest possible value for s0 are chosen to increase 

the chance that duality violation effects are insignificant. The D  — 8 OPE contribution 

is not suppressed by any factor of a s for the chosen weight. It does however scale as 

s~3 which, since a high value of s0 has been chosen, seems safe to neglect. The spectral 

integrals are used as the experimental input, which in the case of [2 ] come from the 

ALEPH measurements. In Maltman’s analysis, the value for a s obtained for the D — 0 

contribution is:

a s {mT) = 0.345 ±  0.026, (2.30)

where the quoted uncertainty includes the quadrature combination of theoretical and ex­

perimental uncertainties. In practice, however, the ALEPH central value, that is consid­

ered both experimentally and theoretically robust, is currently the most common input

used by theorists to a number of QCD calculations including the extraction of m s and the 

determination of |I4s|* This value is [17]:

a s (mT) =  0.334 ±  0.022, (2.31)

and the uncertainty is dominated by theory.

3Maltman actually uses “pinched” FESRs (pFESRs), but that is a technicality left to the reference [2].
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2.4.8 Extraction of the strange quark mass, m a

The strange mass determination from hadronic r  decays depends sensitively on \VU3l  

Sensitivity to the strange quark mass can be enhanced by considering an 5(7(3)/ flavour 

breaking difference. Defining A +  R^'ij it is clear that

vanishes in the 5(7(3)/ flavour limit. Consequently, in the difference, flavour independent 

uncertainties also vanish. By construction therefore, the D = 0 (mass-independent) part 

of the perturbative contribution to the flavour breaking correlator difference A lly^(s) =

and spectral function difference Apy)A(s) = Pv/a-,^{s) -  Pv/a-^(s ) 

cancels in the 5(7(3)/ flavour limit. This leaves the D = 2 term in the OPE of A II^ ^ s )  

dominating which is proportional to m 2. Hadronic r  decay data can thus be used to 

determine m s by creating flavour breaking differences of ud and us spectral integrals 

and equate these using the FESR relation (Eq, (2.29)) with the equivalent OPE contour 

integrals involving the unknown parameter m s.

To extract m s, not only must a rescaled flavour breaking difference be constructed us­

ing the decay distributions (Eq. (2.24)) by rescaling the ud decay distribution by a fac­

tor l/ \V ud\2 and the us decay distribution by a factor l/|T4s |2 as in Eq. (2.32), but also 

weighting must be imposed to counter the inability, at least so far, to separate the V  and A  

currents experimentally. Weighted integrals of the difference of the rescaled spectral func­

tions produce flavour breaking observables from which m a can be extracted [2,21,49,73]:

J^V/A-,ud

(2.32)

A R (rk'l) ==
>(*,0
’V + A \u d

.<M>■V+yl;u3 (2.33)

where

(2.34)
0

In so doing, flavour independent uncertainties drop out yielding

(2.35)
2
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which results from substituting Eq. (2.23) into Eq. (2.33).

As yet, however, attempts to determine the strange quark mass using the FESR relation 

have been hindered by the poor convergence of the integrated OPE representation of the 

longitudinal contributions and the sensitivity of the ud-us spectral differences to the un­

certainty in |K s |2 and small changes in the measured us branching fraction. At present, 

the large us experimental uncertainties above the K* force the use of weights which in 

turn produce a large amount of ud-us cancellation, i.e. a m s sensitivity to |Ks|* A recent 

unitarity fit for the CKM matrix gave the value |14s| =  0.2225 ±  0.0021, resulting in [73]

m s(2 GeV) =  117 ±  17MeV. (2.36)

Comparing this with the PDG central value |VUS| =  0.2196 ±  0.0026, resulting in

ms(2GeV) =  103 ±  17MeV, (2.37)

shows that m a from the latter \VUS\ value is about one standard deviation smaller. This 

highlights the extent of sensitivity of the strange quark mass measurement to |V y .

With more experimental data there is expected to be a reduction in the level of high-5 

suppressions which will allow the construction of alternative weights with a reduced level 

of ud-us cancellation. It is therefore hoped that the situation will improve with r  data 

from the B  Factory experiments, such as BABAR, where the statistics are much higher 

than in previous experiments.

2.4.9 Longitudinal contributions to hadronic r  decay

The determination of m s has been made using both the sum rule and lattice approaches, 

a summary of which is given in [10]. Currently, the most reliable sum rule approach is 

based on flavour breaking in hadronic r  decay [35]. The reason for this is two-fold:

o Spectral data from experiment is available over the whole kinematic range applica­

ble to the sum rules.
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o Theoretically (OPE), flavour independent instanton and renormalisation effects that 

create uncertainties in analyses of the strange scalar and pseudoscalar channels can­

cel in forming the flavour breaking r  decay difference.

Unfortunately, the r  decay sum rules are complicated by the behaviour of the OPE repre­

sentation of the longitudinal contributions to the inclusive decay rate.

Recent attempts to determine m s using hadronic r  decay data have been inclusive analyses 

based on the so-called (/c, 0) spectral weights from the set (k, I) [35,73]. However, the 

OPE representations of the longitudinal contributions appearing in these analyses not only 

suffer from the resulting poor convergence, but also have an unphysical k dependence. 

Although this is within errors, it is disturbing. The consequence of this is a significant 

unphysical decrease in m a with increasing k.

Uncertainties in the experimental data are thought to give rise to this unphysical k depen­

dence and this behaviour may disappear upon improvements in experimental precision. 

In the past the ALEPH data has been most extensively used as input to the theoretical cal­

culation. The lower moments are particularly sensitive to the higher energy region of the 

measured spectrum and so new experimental results would impact upon these. A recent 

analysis by CLEO [29] measured

B(r~ —► K ~ 7r_7r+z/r) =  (3.84 ±  0.14 (stat) ±  0.38 (syst)) x 10~3. (2.38)

The CLEO result gives a higher value for B(r~ —> K~7r~7r+iyT) than the ALEPH mea­

surement [11],

B(r~ —> K ~n~n+i/T) — (2.14 ±  0.37 (stat) ±  0.29 (syst)) x 10-3, (2.39)

which has so far been the input for theoretical calculations. Theorists hope that this is 

corroborated by an updated OPAL measurement currently in progress. A previous OPAL 

result [32] gave

B(t ~ -> K-ir~ir+vr) = (3.60 ±  0.82 (stat) ±  0.48 (syst)) x 10“3, (2.40)
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but the uncertainties are too large to assess whether it agrees better with the CLEO or 

ALEPH measurement. The CLEO measurement agrees better with theory and works 

towards removing the ft dependence. This is precisely why theorists hope that the updated 

OPAL result will be more comparable to the CLEO measurement.

In Maltman’s treatment [35], additional sum rule constraints, decay constants of the ex­

cited resonances in the strange scalar and pseudoscalar channels can be determined and 

used to evaluate the longitudinal spectral contributions to the (A;, 0) sum rules. At small 

k the uncertainties introduced by experimental input to the calculations dominates over 

theoretical uncertainties, but with increasing k the converse is true. Here the poor con­

vergence problem at scale m 2r lies with the OPE contribution involving the longitudinal 

contributions contained in the weighted product w P (yT)I ly ^ s ) .  Making use of accu­

rately known nIK-pole contributions, the longitudinal contributions can be determined 

with an accuracy at the few % level. As a result, longitudinal subtraction is possible which 

leaves just a weighted longitudinal plus transverse (0 +  1) sum term, 

for which the OPE representation converges. For the k = 0 case, i.e. the (0,0) moment, 

the weight factors are those explicitly written in Eq. (2.24). More generally, for any k 

((/c, 0 ) moments) an additional weight factor of (1 — yT)k is used too.

Any determination of m 3 based on inclusive (ft, 0) spectral weight analyses of flavour 

breaking in hadronic r  decay have an unavoidable and unphysical dependence on ft re­

sulting in an unphysical extraction of m s. This problem has been shown to result from 

the unphysical behaviour with respect to ft of the OPE representations to the ud and us 

correlators when truncated at D =  6 . If D ~  6 is justified, then the D — 2 part of the OPE 

is to blame, the integrated contour of which is already known to be poorly converging.

In Maltman’s opinion, the bad behaviour of the OPE representation of the longitudinal 

contributions prevents the reliable use of an inclusive analysis. Indeed, Maltman says that 

theorists are forced to make a theoretical evaluation of the longitudinal contributions to the 

spectrum. Experimentally, a measurement of the B(r~ —> (1430)“ i/r ) and the study of
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the spectral functions, including a partial wave separation of the 5 - wave K q (1430)-  from 

the other p-wave K* resonances, particularly the A*(1410)_ which has a branching ratio 

to K n  of (6.6 ±  1.3)% [39], would be very useful: a longitudinal subtraction could be 

performed using experimental data 4. However, the K q (1430)-  has not yet been observed 

in hadronic r  decay data; so far there only exists a limit of B(r~  —> Aq(1430)'

5 x 10-4 measured by ALEPH [20]. The ALEPH results, although in the K* region 

the uncertainties are around the 6 -8% level, above ~  1 GeV2 they increase to around 

20-30% [2].

At ALEPH, the B(r~ —► K q(IA?>$)~ vr ) limit was reached using a Breit-Wigner PDF to 

describe the s-wave state. A model involving a Breit-Wigner scalar contribution to the 

r~ —> (K tt)~ut vector current is described in [74]. Such a model is far from obvious; 

iGr-scattering experiments such as LASS suggest a very different model that has a long 

non-trivial background, or possibly genuine structure, below the “resonance” [61-63]. 

E791 has also studied scalar contributions to K n  [75], and a comparison between the 

LASS and E791 results is discussed in [62]. What is certain is that the 5-wave shape 

is not well understood and is a strong motivation for further analysis, particularly at B  

Factory experiments where the statistics are larger. A case in point is the use of the LASS 

measurements to determine the s-wave contributions from K tt-scattering [76,77]. These 

results are used as a handle on the longitudinal contributions in preference to those from 

ALEPH and used to extract m a and |14a| in [73].

For B(t ~ —»■ K q(1430)~vt ), Maltman predicts:

B(r~ # 0*(1430)->r ) -  6 x HT5, (2.41)

with a conservative uncertainty of around 50% [2,35]. This is approximately a factor 

of eight below the ALEPH upper bound. However, Maltman emphasises that even an 

improvement in the ALEPH limit to B(r~ —> Ao(1430)_z/r ) < 1 x 10“4, i.e. by a factor

4There is another s-wave K*  resonance, K q (1950)“ , which is approximately a factor 20 times smaller 
than the Aq(1430)~ contribution. Moreover, it is beyond the phase space limit in r  decay governed by 
m T. It is therefore expected that in r  decay data one is well into the tails of the Aq(1950)~ resonance
distribution and so it can be safely neglected.
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of five, would already be a significant improvement for theorists. In addition, following 

our discussion at Elba 2003 [3], Jamin has also made a preliminary calculation of B(r~ —> 

K S ( i m ) - v T) [78,79],

B(t~  -> tfJ(1430)-i/T) =  (4.17 ±  0.40) x 10“4, (2.42)

which is more optimistic than Maltman’s prediction and is close to the ALEPH limit [20]. 

Jamin emphasises that the ^sTq(1430)~ should be understood as a K t t  system in a s-wave 

state and as such it is non-trivial to separate what is “resonance” and what is “rest” for 

the scalar system. The number given in Eq. (2.42) actually corresponds to the branching 

fraction into the K t t  system in a s-wave state. As such it depends how the resonant and 

non-resonant contributions are separated. If an analysis were to really count the s-wave 

K t t  system, then Eq. (2.42) should apply. However, using a parameterization of reso­

nance plus background, Jamin expects that the number in Eq. (2.42) would be smaller 

and the branching fraction B ( t ~  —> K q ( 1 4 3 0 ) ~ v t ) would depend on the particular pa­

rameterization of the spectrum. Neglecting these possible complications for now and 

using Eq. (2.42), Jamin estimates that measuring the corresponding rate to better than 

about 10% could have an important impact for the determination of the strange quark 

mass from scalar sum rules.

2.4.10 Determining |V^S| from R r

Taking as input the strange quark mass, it is possible to determine \ VU3\ from the moments 

for SU{3) f  flavour breaking differences of hadronic r  decay rates. In [73] they use the 

flavour breaking r sum rule on \ VU9 \ itself. It is therefore possible to determine \VUS\ using 

the same sum rule by assuming an average value for m 3 as extracted from other sources. 

The result they obtain is

|Ks| =  0.2179 ±  0.0045. (2.43)
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The uncertainty is currently dominated by the experimental measurement of R r for strange 

hadronic final states [11],

grange _ R V + A;us =  Q ±  Q.0066. (2.44)

If it could be reduced by a factor of two, | V̂ ,s| from hadronic r  decays would be more pre­

cise than the current PDG value [39]. With a large enough sample of data, like that achiev­

able at BABAR, a precise measurement of the strange spectral function from hadronic r  

decay data would allow a simultaneous extraction of both |14s| and m a.
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3.1 PEP-II

3.1.1 Overview

Figure 3.1 shows the PEP-II linear accelerator based at SLAC. The design is described in 

detail in [80,81]. It consists of two storage rings that are injected with positrons of energy

3.1 GeV in the low energy ring (LER) and electrons of energy 9.0 GeV in the high energy 

ring (HER). The electrons and positrons collide at a centre of mass energy of 10.58 GeV, 

corresponding to the mass of the T(4S)  resonance. Decays from this resonance are almost 

all B B  and so PEP-II is capable of producing many B  mesons. This is essential in order 

to study CP violation in the B  meson system because the relevant decay channels have 

small, <9(10-5), branching ratios.

To achieve the necessary large data samples for such studies a high luminosity must be 

delivered. PEP-II has already surpassed its design luminosity of 3.0 x 1033 cm"2s“ 1 and 

consistently delivers over 4.0 x 1033cm”2s_1. At this level, around 108 B  mesons are
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produced each year and because the cross-section for t +t ~ production through e+ e~ —> 

t +t ~ (0 .89  n b ) is similar to the T(4S)  B B  production cross-section (1.1 n b ) there are 

approximately the same number of t+t ~ pairs produced too. The cross-section for con­

tinuum qq production at this energy is around 2.5 nb. In the data-taking periods between 

October 1999 and July 2002, just over 91 fb-1 of physics quality data has been collected 

at or near the T(45) resonance. Before the scheduled shut down at the end of June 2003 

this number had risen to 125.4 fb-1.

o s ltr o n
iource

Low E n ergy Ring

E lec tro n s

SLAC/LBL/LLNL 
SLAC-Based B Factory: 

PEP-II and BaBar

E le c tr o n s  v
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High E n ergy Ring 
(u p g ra d e  o f e x is t in g  ring)

Both Rings H oused  in C urren t  PEP Tunnel

Figure 3.1: The PEP-II linear accelerator.

The e+ e~ collisions are asymmetric with a boost of /?7 =  0.56  along the collision axis. 

This means that the B°  and B° particles travel a short distance (~  250 /xm) before decay­

ing, which makes their lifetimes easier to measure.

The SLAC linac is used as the main injector for PEP-II. It is necessary to “top off” the 

beam currents by injecting more current every 1-2 hours since there are losses in the 

rings. The time taken to increase the currents from 80% to 100% of their desired values is
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approximately two minutes. A complete fill is necessary if one or both of the beams are 

lost and takes approximately five minutes. Typical beam currents are 1 A in the HER and 

1.7 A in the LER.

3.1.2 The interaction region

The design of the PEP-II interaction region is complex, due to the high luminosity and 

asymmetry of the PEP-II machine. Figure 3.2 shows a plan view of the interaction region.
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Figure 3.2: The PEP-II interaction region (exaggerated vertical scale). Q1-Q5 
are focusing quadrupole magnets and B1 are separation dipoles.

It is essential that the beams collide only at the interaction point (IP). A sophisticated 

beam optics arrangement is implemented in order that the beams are successfully collided 

at the IP. Beam-beam interference is minimised by dividing the beams into a large number 

of low charge bunches; secondary collisions, which because of the bunch spacing would 

occur 62 cm from the IP, are avoided by bringing the beams together immediately before 

the IP and separated just after. In practice this is achieved using the separation dipole
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magnets (Bl) which are placed close to the IP in order to displace the beams horizontally. 

This does, however, mean that these magnets are within the BABAR detector volume and 

so affect acceptance and backgrounds. Focusing of the beams is done by the quadrupole 

magnets: Q1 is the final focus for both beams; Q2 focuses the low energy beam, and; Q4 

and Q5 focus the high energy beam. Only Q1 enters the detector volume, albeit only to a 

small extent.

3.1.3 Machine backgrounds

Large backgrounds are more prominent in the PEP-II accelerator than in many previous 

accelerators due to the large beam currents used to achieve the high luminosities. The 

beam backgrounds come from two main sources: synchrotron radiation due to constantly 

accelerating the charged particles by bending them in the magnetic field, and lost particle 

background produced by beam-gas interactions. Such large beam backgrounds provide 

an experimental challenge. Firstly, high occupancies in detector subsystems can occur 

which in turn leads to an increased amount of dead-time and therefore a loss in efficiency 

of detecting physics events. Secondly, subsystems must be radiation hard throughout the 

data-taking periods.

Synchrotron radiation effects are enhanced in the PEP-II design compared with most sym­

metric e+e~ colliders due to the additional bending magnets near the IP. The geometry 

of the interaction region is designed so that the majority of the “fan radiation” passes 

through the detector without interacting. Copper masks are used to prevent such radiation 

interacting with the beam pipe.

The lost particle background is due to particles that fall outside the maximum momentum 

range of the storage rings hitting the beam pipe to produce electromagnetic showers. 

Interactions with beam-gas molecules are the main cause of this. This background can 

therefore be minimised by ensuring the gas pressure in the straight sections of the beam 

pipe near the interaction region is as low as possible. Collimators installed upstream from
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the detector in both directions help reduce backgrounds from particles hitting the beam 

pipe some distance from the IP.

3.1.4 PEP-II performance

During Run 1 (the data-taking periods between 22nd October 1999 and 28th October 

2000) and Run 2 (the data-taking periods between 10th February 2001 and 30th June

2002) PEP-II performed exceptionally well. The design luminosity, both in terms of in­

stantaneous luminosity and integrated daily luminosity, was exceeded in the first year 

of the experiment running. The peak luminosity delivered by PEP-II during this period 

was 4.602 x 1033 cm~2s-1. The record integrated luminosity over a 24 hour period was 

308.8 pb-1. During this time, PEP-II delivered an integrated luminosity of 98.58 fb-1, of 

which BABAR recorded 93.80 fb-1, out-performing a competing experiment, BELLE [82], 

that uses the KEKB accelerator [83] at KEK in Japan. The amount of data available for 

analysis after processing using 10-series software is 91.6 fb-1  of which 81.9 fb-1 is on- 

resonance and 9.6fb-1 is off-resonance, that is 40 MeV below the T(4S). This data, pro­

cessed using 10-series software, was defined as the “summer 2002 data sample” and was 

used for a number of publications during most of 2002-3. The radiation doses received 

by all subsystems were also well within their budgets.

Unfortunately Run 3 (the data-taking periods between 8th December 2002 and 30th June

2003) encountered some reliability problems and the amount of data accumulated dur­

ing this period is lower than expected, although daily luminosity records were broken. 

Nevertheless, the PEP-II delivered integrated luminosity for Run 1 + Run 2 + Run 3 was 

136.93 fb-1, of which BABAR recorded 130.65 fb-1 as shown in Figure 3.3. From Run 

3 the extra amount of data available for analysis is 33.9 fb-1  of which 31.4fb-1 is on- 

resonance and 2.4 fb-1  is off-resonance, therefore giving a Run 1 + Run 2 + Run 3 total 

of 125.4 fb-1. This data has been processed (Run 1 + Run 2 data reprocessed) using
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12-series software and this data set definition 1 is now frozen for the next set of publica­

tions [84].
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Figure 3.3: BABAR integrated luminosity during Run 1 + Run 2 + Run 3, the 
data-taking periods from October 1999 until June 2003.

3.2 T he BaBar detector

3.2.1 Overview

The BABAR detector is highly complex and has to use many physics techniques to detect 

the various particles. A detailed description of the BABAR detector can be found in [85,86].

To achieve the physics goals of the experiment, the detector must have excellent vertex 

resolution, a large centre of mass acceptance for particle detection and charged particle 

tracking over a large range of transverse momenta (0.06—4 GeV/c). It must also be able 

to identify charged particles e, p, n, K, p and neutral particles, such as 7  and 7r°, over the

112-series data set definition: Run 1 + Run 2: 91.607fb_1 (81.953fb-1 on-resonance, 9.654 fb-1 off- 
resonance); Run 3: 33.829 fb-1 (31.393 fb-1 on-resonance, 2.436 fb-1 off-resonance).
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energy range 0.02—5 GeV.

Figure 3.4 and Figure 3.5 show the layout of the detector. In Figure 3.4 one can see that 

the higher energy electrons travel in the +z direction and collide with the lower energy 

positrons that are travelling in the —2 direction. The collision occurs at the interaction 

point (IP). The detector has a number of subsystems, each designed to detect particular 

properties from which particle identification can be inferred. They are arranged in a layer 

(“onion”) structure, Figure 3.5. Each subdetector is shown in Figure 3.4 and Figure 3.5. 

Their main physics roles are:

o Silicon Vertex Tracker (SVT)

The SVT provides a precise measurement of the position of charged particles with 

energies below 150 MeV. It consists of five cylindrical layers of silicon strip detec­

tors and is located just outside the beam pipe. The spatial resolution of one of these 

silicon strip detectors is 80 /mi.

o Drift Chamber (DCH)

The DCH is used for momentum measurement and track matching to the other 

subdetectors. Energy loss measurements (dE /dx) help with particle identification 

for low energy tracks. The spatial resolution is 140 /im and, for tracks with pT > 

1 GeV/c, the momentum resolution is 0.3% x pr[ GeV/c].

o Detector of Internally Reflected Cerenkov Light (DIRC)

The DIRC is used to identify kaons for tagging purposes and also for i t /K  separa­

tion at high energies. It uses quartz bars as Cerenkov radiators which transport the
V

Cerenkov radiation out of the detector by total internal reflection. This radiation 

passes through the water expander at the back of the detector prior to detection by 

a photodiode array.

o Electromagnetic Calorimeter (EMC)

The EMC is designed to measure electromagnetic showers with excellent efficiency, 

energy and angular resolution over the energy range 0.02—9 GeV. It consists of a
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finely segmented array of thallium-doped caesium iodide (CsI(Tl)) crystals. The 

energy resolution, ge/E ,  is dependent on the energy: ge/ E  °c ~̂ = approximately. 

So too the angular resolution has an energy dependence: cre=90° =  <7* oc ^=. Since 

oe oc the 9 resolution improves for tracks within the EMC volume that have

9 ±  90°.

o Instrumented Flux Return (IFR)

The iron flux return is the outer layer of the detector and is instrumented for the 

detection of /i and K Qt particles.
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Figure 3.4: A side-view of the BABAR detector.

Due to momentum conservation, the resultant particles are generally forward-focused in 

the +z direction so the priority for subsystems is to cover as much of this region as 

possible, but are limited by the beam pipe. This is why the EMC, for example, has endcaps 

on the forward end.
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Figure 3.5: A cross-section view of the BABAR detector.

3.2.2 The BABAR coordinate system

BABAR uses a right-handed coordinate system with the origin at the IP and with the 2-axis 

corresponding to the principal axis of the DCH. In both Figure 3.4 and Figure 3.5 the 

coordinate system is shown. The y-axis points vertically upwards and the x-axis points 

horizontally away from the centre of the PEP-II ring. The positive z direction is the 

direction of the high energy (electron) beam with a slight shift in xz  of 20mrad. This 

shift is a necessity of the PEP-II design in order to collide the beams from the two storage 

rings within the BABAR detector. 6 and (p are the spherical polar coordinate relations to 

the Cartesian x, y and 2 coordinates. Therefore 6 = 0 is along the 2-axis whilst (p gives a 

measure of the direction perpendicular to the 2-axis.
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3.2.3 Silicon Vertex Tracker (SVT)

3.2.3.1 Physics requirements of the SVT

Charged particle tracking at BABAR is made possible by the SVT and DCH subsystems 

which measure the momenta and angles of charged particles with high precision. The 

precision is sufficiently high that particle decay vertices can be reconstructed for particles 

with charged daughters. Track measurements are also important for the extrapolation to 

the DIRC, EMC and IFR. At lower momenta the SVT provides the principal measure­

ments whereas for higher momenta the DCH measurements dominate. The success of 

the DIRC as particle identification apparatus depends critically on the uncertainties in the 

track parameters as measured by the SVT and DCH. These add to the uncertainty in the
V

Cerenkov angle measurement and therefore uncertainties in the track parameters must be 

small compared to uncertainties in the Cerenkov angle, i.e. of order 1 mrad, especially at 

the highest momenta.

The Lorentz boost (j3y = 0.56) arising from the asymmetric beam energies means that the 

decay vertices of two B  mesons are expected to have a mean separation of ~  250 /xm. The 

SVT measurements are therefore critical for measuring the time-dependent CP asymme­

try. To achieve sufficient resolution on the separation of the B° and B° particles, Monte 

Carlo simulation studies have been conducted and show that the single vertex resolution 

along the £-axis should be better than 80 /xm [87,88]. Multiple scattering in the beryl­

lium beam pipe limits the maximum achievable track parameter resolution. Good SVT 

resolution is also crucial to the r  lifetime measurement and for charm physics.

Tracks below 120 MeV/c do not reach the DCH. The SVT is therefore solely responsible 

for their measurement and must be able to function as a standalone tracking device. Slow 

pions from D* meson decays are detected with a tracking efficiency of over 70% in the 

momentum range 50—120 MeV/c in the SVT only.

The SVT also aids particle identification. Not only does it provide the best measurement
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of track angle for high momentum tracks necessary for a good resolution of Cerenkov 

angle in the DIRC, but it also provides a measure of energy loss (dE/dx).

3.2.3.2 Design of the SVT

The SVT consists of five concentric layers of double-sided silicon strip detectors divided 

azimuthally into 6 , 6 , 6,16 and 18 modules respectively. On the opposite side of each sen­

sor the strips are oriented orthogonally to one another: the 0 measuring strips (“0 strips”) 

run parallel to the beam and the z measuring strips (“2 strips”) are oriented transversely 

to the beam axis. Figure 3.6 shows a longitudinal and Figure 3.7 a transverse view of the 

SVT. The modules of layers 1, 2 and 3 are straight whereas the modules of layers 4 and 5 

are arched. The arch structure increases solid angle coverage and reduces track incidence 

angles. However, the SVT acceptance is limited by the close proximity of the PEP-II 

beam optics as well as by mechanical supports, electronics and cabling. The resulting 

polar angle coverage is between 20.1° —150.2°, with the lower limit governed by the B1 

magnet positions.
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Figure 3.6: Longitudinal view showing the 5 layers of the SVT. The inner three 
layers are straight and the outer two layers are arched.

The modules are divided into electrically isolated forward and backward half-modules. 

The two inner layers’ primary responsibility is to accurately measure the track angle.

59



Chapter 3. The BABAR experiment

Beam Pipe 27.8mm radius

Layer 5a

Layer 5b

Layer 4b 

Layer 4a

~  Layer 3 

Layer 2

Layer 1

Figure 3.7: Transverse view showing the 5 layers o f the SVT

To maximise the accuracy, the measurement is made as close to the interaction point as 

possible so as to reduce the multiple scattering effects in the beam pipe. The two outer 

layers’ main task is to align tracks with those found in the DCH. Additional tracking 

information is given by the third layer which is important for tracks that do not reach the 

DCH.

The SVT must be radiation hard throughout its working life. It must withstand an ionising 

radiation dose of 2 MRad. A radiation monitoring system that can absorb the beams is 

needed. The radiation dose is concentrated in the horizontal plane immediately outside 

the beam pipe. Here the average expected dose is 1 Rad/day; elsewhere the average dose 

is expected to be an order of magnitude lower.

The electronic readout is performed by electronics attached to each half-module out­

side the detector acceptance. The front-end electronics use a time-over-threshold (TOT) 

method using the custom made ATOM (“A Time-Over-Threshold Machine”) chip to de­

termine the total charge deposited in a strip. A number of specifications had to be satisfied 

in designing the ATOM chip: a signal-to-noise ratio greater than 15 for minimum ionising
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particles; retain all signals from strips; an amplifier sensitive to both positive and nega­

tive charge; a programmable peaking time; an ability to accept random triggers with a 

programmable jitter and no dead time; radiation hardness greater than 2.5 MRad; small 

dimensions, i.e. to accommodate 128 channels in a chip of width 6 mm. The signal from 

each strip is amplified and shaped. It is then compared to a threshold whose value depends 

on the background conditions. The TOT is logarithmically related to the charge deposited 

on the strips which enables a large dynamic range to be covered with only a small number 

of bits. The TOT is stored in a 11.5 ps trigger latency buffer (with a programmable jitter 

up to dtl fis). Upon receipt of a Level 1 accept command from the trigger system, the 

TOT and time is retrieved from the latency buffer by the data acquisition (DAQ) system.

Cooling is supplied to the SVT to remove heat generated by the electronics. The SVT 

must also be capable of operating in the 1.5 T magnetic field.

3.2.3.3 Alignment of the SVT

The alignment of the SVT is done in two steps: internally (“local alignment”) which in­

volves determining the relative positions of the 340 silicon sensors, and; with respect to 

the rest of the detector (“global alignment”) as defined by the global coordinate system 

which is defined by the DCH. The local alignment constants are obtained using tracks 

from e+e_ —» p+p~ events, cosmic rays and high momentum hadronic events using only 

internal SVT information, i.e. using no DCH information, which effectively decouples 

the SVT and DCH alignment. They are changed relatively infrequently, typically after 

a magnet quenches or detector access, but can be changed when necessary. Data sam­

ples sufficient to perform local alignment are usually collected within one or two days of 

normal running.

After the local alignment is complete, the SVT is considered a rigid body. To obtain the 

global alignment constants, tracks with sufficient numbers of SVT and DCH hits are fitted 

twice: once using only the DCH information and again using only the SVT information.
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The six global alignment parameters, three translations and three rotations, are obtained 

by minimising the difference between track parameters obtained in these two fits. Since 

the DCH and SVT move a significant amount with respect to each other during data- 

taking, this calibration is performed regularly (~  2—3 hours) during the run. This rolling 

calibration procedure means that the resulting constants are used to reconstruct the data 

in the following run which ensures that track reconstruction is always performed with 

up-to-date global alignment constants.

3.2.3.4 Performance of the SVT

The SVT efficiency can be calculated for each half-module by comparing the number 

of associated hits to the number of tracks crossing the active area of the module. The 

combined hardware and software efficiency measured using data is 97%. This figure 

excludes 9/208 defective readout sections but includes other defects such as broken AC 

coupling capacitors or dead channels on front-end chips. Since most of the tracks deposit 

charge in two or more strips these other defects tend not to cost efficiency since they only 

tend to affect one channel.

The spatial resolution of SVT hits is obtained by measuring the distance between the hit 

and the track trajectory in the plane of the sensor using high momentum tracks in two- 

prong events. The hit resolution is given by subtracting the uncertainty due to the track 

trajectory from the width of the residual distribution. The SVT hit resolution for 2 and 

<f> side hits as a function of track incidence angle for each of the five layers is shown in 

Figure 3.8a and Figure 3.8b respectively. Resolutions measured using the data agree well 

with Monte Carlo simulations.
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Figure 3,8: a) Track resolution in the z  coordinate (left) for each layer of 
the SVT as a junction of track incidence angle, b) Track resolution in the (f> 
coordinate (right) for each layer of the SVT as a function o f track incidence angle. 
The plots for  0  in layers 1-3 are asymmetric around 0  =  0 due to the “pinwheel” 
design of the inner layers. As the outer layers subtend smaller angles than the 
inner layers there are fewer points in the outer layer plots.

3.2.4 Drift Chamber (DCH)

3.2.4.1 Physics requirements of the DCH

The main purpose of the DCH is the efficient detection of charged particles and the mea­

surement of their momenta and angles with high precision. It is the primary tracking 

device of the BABAR detector. Moreover, the DCH complements the measurements of 

the impact parameter and the directions of the charged tracks provided by the SVT near 

the IP. The reconstruction of decay and interaction vertices outside the SVT volume, for 

example longer path length K® decays, relies solely on the DCH.

To achieve its physics goals, the DCH must be able to measure transverse momenta and 

positions effectively. It has a spatial hit resolution of 140 jum, and for tracks with pt > 

1 GeV/c, the momentum resolution is <JpT/pT ~  (0.13 ±  0.01)% . p t [ GeV/c] © (0.45 ±
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0.03)%. The longitudinal position of tracks is known with a resolution of ~  1 mm.

The DCH must also provide dE /dx  information for use in particle identification. Such 

capability is particularly important at transverse momenta below 700 MeV/c where the 

DIRC is ineffective. In addition, the solid angle coverage of the DCH should be as large 

as possible. It should also present the minimum amount of material possible in front of 

the other subsystems. Furthermore, the DCH provides one of the main inputs to the Level 

1 trigger.

3.2.4.2 Design of the DCH

A longitudinal view of the DCH is shown in Figure 3.9. The design consists of a 276 cm 

long cylinder. By comparison the diameter of the DCH is relatively small: the inner radius 

is 23.6 cm and the outer radius is 80.9 cm. There are 40 layers of small hexagonal cells 

providing up to 40 spatial and ionisation loss measurements for charged particles with 

P t  > 180 MeV/c. Coverage in the forward direction is increased by positioning the DCH 

asymmetrically about the IP.

The total thickness of material in the DCH is 1.08% X 0 at normal incidence, where X 0 is 

the radiation length. A 1 mm thick beryllium inner surface presents 0.28% X 0 to a track 

traversing it at 90° to the beam axis. Material in the inner cylindrical wall is kept thin to 

aid the matching of the SVT and DCH tracks, to improve the track resolution and reduce 

the background from converted photons and interactions. The main structural element of 

the outer wall consists of two 1.6 mm (0 .6% Xo) thick layers of segmented carbon fibre 

on a honeycomb core. The thin outer wall minimises the amount of material in front of 

the EMC and DIRC so as not to degrade their performance. At the ends there are flat 

endplates made from aluminium. The backward endplate thickness is 24 mm. Directly 

behind the backward endplate are the preamplifier and digitiser electronics. The design 

of the forward endplate is slightly different in order to reduce the amount of material in 

front of the EMC endcap. Therefore, although an inner section of the forward endplate is

64



Chapter 3. The BABAR experiment

24 mm thick, the outer section (beyond a radius of 46.9 mm) has a reduced thickness of 

12 mm.
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tronics

1358 Be

1-2001
8583A13

Figure 3.9: Longitudinal section of the BABAR DCH. All dimensions are in mm.

The gas mixture ratio helium:isobutane is 80:20. This particular mixture has a radiation 

length that is five times larger than commonly used argon-based gases. The gas mixture 

provides a smaller Lorentz angle which results in a uniform time-distance relationship. 

Moreover, a short drift time is achieved whilst minimising the amount of material in front 

of the other detector subsystems. The result is good spatial and dE /dx  resolution. In 

total, the wires and gas mixture contribute 0 .2% X q of material for a normal incidence 

track.

The DCH consists of a total of 7,104 small hexagonal drift cells arranged in 40 cylindrical 

layers. A drift cell is typically 11.9 mm in the radial direction by approximately 19.0 mm 

in the azimuthal direction. The layers are grouped by four into ten superlayers with each 

superlayer having the same wire orientation and equal numbers of cells. The stereo an­

gles of the superlayers alternate between axial (A) and stereo (U,V) pairs in the order 

AUVAUVAUVA as shown in Figure 3.10. The stereo angles vary between ±45 mrad in 

the innermost superlayer to ±76 mrad at the outside.

The sense wires are 20 fj,m in diameter, made of gold-plated tungsten-rhenium tensioned 

to a weight of 30# and designed to operate at 1960 V. At this voltage, and with the
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80:20 heliumiisobutane gas mixture, a typical avalanche gain of approximately 5 x 104 is 

obtained. Tungsten-rhenium has a higher linear resistivity (290 fi/m ) compared with pure 

tungsten (160 f2/m), but is used nonetheless as it has the advantages of being stronger and 

gives a better surface quality. Gravity causes a 200 pm  deflection at mid-length.

The field wires are 120 and 80 gold-plated aluminium and are at ground potential. 

They are tensioned with 155 g to match the gravitational sag of the sense wires to within 

20 pm. The field-shaping wires at superlayer boundaries are at 340 V.
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Figure 3,10: Cell layout of drift cells for the first four innermost superlayers 
(AUVA) in the DCH. The layer number is given in the left hand column and the 
stereo angles of the sense wires in m ra d  are shown in the right hand column.

The spatial position of a track is calculated from the drift time measurement. To measure 

the drift time the electronics check for a leading edge of the signal from the sense wire. 

The signal is digitised with a In s  resolution. dE /dx  information for charged particles
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traversing the DCH is obtained by measuring the total charge deposited in each drift cell. 

The feature extraction algorithm measures the charge collected per signal cell. Individual 

measurements are corrected for gain variations, pedestal-subtracted and integrated over 

a period of approximately 1.8 /is. Numerous corrections are applied before data from all 

7,104 channels are sent to the Level 1 trigger system. These corrections include changes 

in gas pressure and temperature, differences in cell geometry and charge collection, signal 

saturation due to space charge build-up, non-linearities in the most probable energy loss 

at large dip angles, and variation of cell charge collection as a function of entrance angle. 

The sampling frequency is 3.75 MHz.

3.2.4.3 Performance of the DCH

Samples of e+e_ and fi+/i~ events are used in order to relate the measured drift time to the 

drift distance. For each hit on a DCH wire, the drift distance is estimated by computing 

the point of closest approach between the wire and the track. To avoid bias, the fit does not 

use the hit on the wire under consideration. The estimated drift distances and measured 

drift times are averaged over all wires in a layer, although data are accumulated separately 

for tracks passing to the left and to the right of a sense wire.

Measurements of dE /dx  are also calibrated to remove biases in the total charge deposited 

in a cell arising from changes in gas pressure and temperature, from differences in cell 

geometry and from variations according to the entrance angle of the track into the cell. 

Figure 3.11 shows dE /dx  measurements as a function of momentum together with the 

expected Bethe-Bloch [89] curves for the five charged particle types superimposed. Par­

ticle identification is achieved using the dE /dx  measurements. Below 0.6 GeV/c, ir/K  

separation is good as shown in Figure 3.12. The root-mean-squared dE /dx  resolution for 

Bhabha events is typically 7.5%, limited by the number of samples and Landau fluctua­

tions. It is near to the expected value of 7%.

In practice the voltage applied to the sense wires has been slightly different from the
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Figure 3.11: Measurement of dE/dx in the DCH as a function of track mo­
menta. The curves show the Bethe-Bloch predictions derived from selected control 
samples of each particle type.
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Figure 3.12: DCH d E / da: used for n /K  separation in track momenta, p, bins.
For p < 0 . 6  G eV /c the n /K  separation is particularly good.

design voltage of 1960 V. For the first part of Run 1 a voltage of 1900 V was used after 

the chamber was slightly damaged during the commissioning phase. The wires in the
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damaged region (which covered 10% of superlayer 5 and 4.2% of superlayer 6) were 

disconnected so that the chamber could be operated at 1960 V in the latter part of 2000. 

Since January 2001 the sense wires have been operated at a voltage of 1930 V.

3.2.5 Charged particle tracking performance

3.2.5.1 Track reconstruction

The reconstruction of charged particle tracks relies on SVT and DCH information. Charged 

tracks are defined by five parameters (dQ, fo, oj, z0, tan A) and their associated error matrix 

with respect to the DCH (global) coordinate system [90]. The parameters are defined in 

Table 3.1. dQ and u  are signed quantities; their sign depends upon the charge of the track. 

The track finding and fitting procedures employ the Kalman filter algorithm [91], In the 

procedure a detailed distribution of material in the detector and full map of the magnetic 

field is catered for.

Parameter Definition

do
(f>0

u  = 1 / pt 
Zo 

tan A

Distance from the POCA to the 2-axis in the xy-plane. 
Azimuthal angle of the track at the POCA. 

Curvature of the track at the POCA.
Distance in the 2-direction from the POCA to the origin. 
Tangent of the dip angle relative to the transverse plane.

Table 3 A: Definitions of the five track parameters, defined with respect to the 
DCH (global) coordinate system. POCA is used to abbreviate point of closest 
approach.

The offline track reconstruction uses information stored in the event from the Level 3 (L3) 

trigger and tracking algorithm. By fitting to <20, <f>0 and t0 on the track segments in the DCH 

superlayers, an improved event start time value of t0 is obtained. To select tracks, a helix 

parameterization is used in the fits to the hits found by the L3 track finding algorithm. 

Additional DCH hits associated with these tracks are searched for; t0 is improved further
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by using only the tracks with associated hits. Two more sophisticated tracking procedures 

are applied whose algorithms primarily use track segments that have not already been 

assigned to other tracks. These benefit from a progressively cleaner tracking environment 

due to the iteratively improving value of t0. The aim of these refinements is to find tracks 

that do not either pass through the whole DCH or originate from the IP. At the end of this 

process, the tracks are again fitted using a Kalman filter method.

The resulting tracks are then extrapolated into the SVT. SVT track segments that are 

consistent with the expected error in the extrapolation through the material and inhomo- 

geneous magnetic field are added. Those track segments whose residuals are smallest 

and which contain hits in the largest number of SVT layers are kept and a Kalman fit is 

performed to the full set of DCH and SVT hits.

Two complementary standalone track finding algorithms make use of any remaining unas­

sociated SVT hits. The first reconstructs tracks beginning with triplets of space points 

(matched <f> and z  hits) in layers 1,3 and 5 of the SVT, and adding consistent space points 

from the other layers. A good track requires a minimum of four space points. This algo­

rithm is efficient over a wide range of d0 and z0. The second SVT track reconstruction 

algorithm starts with circle trajectories from (j> hits and adds z  hits attempting to form he­

lices. Sensitivity to large combinatorics and missing z information for some of the SVT 

modules is reduced by this algorithm.

The final track reconstruction stage attempts to combine tracks found in either the DCH 

or SVT only. The aim is to recover any tracks scattered in the support tube material.

3.2.5.2 Tracking efficiency

Tracking efficiency measurements rely on specific final states and the ability to decouple 

the SVT and DCH track reconstruction. Measurements of the DCH efficiency have been 

made looking at the transverse momentum, polar and azimuthal angular dependence in
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multi-track events. The absolute DCH tracking efficiency is determined as the ratio of 

the number of reconstructed DCH tracks to the number of tracks detected in the SVT that 

fall within the acceptance of the DCH. At the design voltage of 1960 V it is found to be 

(98 ±1)%  per track with px > 200 MeV/c and 9 > 500 mrad.

The standalone SVT tracking algorithms have a high efficiency, even for low px tracks. 

For the majority of these slow pions the resolution is limited by multiple scattering, but the 

production angle can be determined from the signals in the innermost layers of the SVT. 

Close agreement between the data and Monte Carlo px spectra has enabled the detection 

efficiency to be derived from the Monte Carlo and shows that the SVT is a useful particle 

identification tool down to pr ~  50 MeV/c.

3.2.S.3 Track parameter resolutions

The resolution of the five track parameters is monitored during online reprocessing (OPR) 

using Bhabha and dimuon events. Further investigation is done offline using tracks from 

multihadron events and cosmic ray muons. Cosmic rays that are recorded during normal 

data-taking provide a simple handle with which to measure the track parameter resolution. 

The upper and lower halves of the cosmic ray tracks are fit as two separate tracks and the 

track resolution is derived from the difference in the resulting track parameters. Table 3.2 

shows the resolutions defined as the full width at half maximum of the distribution of 

differences between separate fits to the two halves of the tracks.

Parameter Resolution

d0 

00 

Z0 
tan A

23 pm  
0.43 mrad 

29 //m 
0.53 x 10" 3

Table 3.2: Resolutions of charged track parameters measured using cosmic ray 
muons with px > 3 GeV/c.
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Using multihadron events, the resolution can be determined from the difference between 

the measured values of d0 and z0, and the coordinates of the vertex reconstructed from 

other tracks in the event. The resolution of d0 and z0 depends on pT, as shown in Fig­

ure 3.13. To avoid bias from particle decays, only the negative side of the distributions 

are used.

0.4

0.3

! , 0 2

0.1

o o

1 2  
Transverse Momentum (GeV/c)

30
1-2001
8583A28

Figure 3.13: Resolution in the track parameters d0 and z0 as a Junction of trans­
verse momentum. The data are from multihadron events and are corrected for the 
effects of particle decays.

3.2.6 Detector of Internally Reflected Cerenkov Light (DIRC)

3.2.6.1 Physics requirements of the DIRC

The DIRC has two primary roles: flavour tagging and particle identification. For CP vio­

lation studies it is necessary to be able to tag the flavour of one B  meson via the cascade 

decay 6 —> c —> s, as well as fully reconstruct the other B  meson decay. The DIRC has an 

exceptional ability for ir /K  separation. The momenta of the kaons used in the B  flavour 

tagging extend to 2 GeV/c, with most below 1 GeV/c, whilst the reconstruction of rare 

two-body decays B° —* tv+tt~ and B° —»■ K +n~ must be well-separated, which requires 

charged hadron identification for particles with momenta between 1.7—4.2 GeV/c. More­
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over, the tracks’ momenta and polar angles are highly correlated; higher momenta occur 

at more forward angles due to the Lorentz boost.

For tracks with pt > 700 MeV/c the DCH dE /dx  measurements are no longer good 

enough to separate kaons and pions. The DIRC is the primary particle identification 

system for higher pt particles. At pt < 750 MeV/c the IFR is less efficient at identifying 

muons so the DIRC must also complement the IFR in this momentum region. The DIRC 

must therefore have a fast signal response in order to deal with high luminosities and must 

also tolerate high background levels.

Since the DIRC is located inside the EMC, it has to be both thin and uniform in terms of 

radiation length. This not only reduces degradation of the calorimeter energy resolution, 

but also reduces the size and therefore cost of the EMC.

3.2.6.2 Design of the DIRC

The DIRC uses the fact that the magnitudes of angles are preserved upon reflection from 

a flat surface. Consequently, Cerenkov photons trapped in the radiator by total internal 

reflection can be detected using photomultiplier tubes (PMTs). Even though this detection
V

is done outside the detector volume the Cerenkov angle information remains intact. The 

DIRC principle is shown in Figure 3.14.

The DIRC radiator material is synthetic, fused silica (quartz) in the form of long, thin 

bars with rectangular cross-section. Fused silica was chosen as it is resistant to ionising 

radiation, has a long attenuation length, low chromatic dispersion within the wavelengths 

accepted by the DIRC, and admits an excellent optical finish on the surface of the bars. 

The bars are arranged in a barrel-like configuration with a water filled standoff box (SOB) 

at the back of the detector instrumented with PMTs.

The fused silica has a high refractive index (n = 1.473). A charged particle traversing a 

bar at velocity (3 ^  1/n  radiates a cone of Cerenkov photons at an angle of 0C = l/n/3,
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Figure 3.14: The DIRC fused silica and imaging section. Cerenkov photons 
produced by charged particles traversing the quartz bars travel along the bars 
via total internal reflection before arriving at an instrumented standoff box. The 
Cerenkov angle, 9C, is maintained during their journey.

where (3 = v /c ,v  is the velocity of the particle in the medium and c is the velocity of light 

in vacuum. For particles with (3 ~  1, some photons always lie within the total internal 

reflection limit and will successively be transported to either one or both ends of the bar, 

depending on the incidence angle of the particle. Forward going photons are reflected 

backwards by a mirror at the front end. When the Cerenkov light reaches the backward 

end of the bar, it expands for 1.17 m in the SOB and produces a Cerenkov ring image. 

The distance from the end of the bar to the PMTs is ~  1.17 m, which together with the 

size of the bars and PMTs, gives a geometric contribution to the single photon Cerenkov 

angle resolution of ~  7 mrad. The highly purified water of the SOB has a refractive index 

(n ~  1.346) and chromaticity index close to that of the quartz bars. This minimises the 

total internal reflection and dispersion at the quartz/water transition. Water also has the 

advantage of being cheap.

Each of the 144 quartz bars is 17 mm thick, 35 mm wide and 4.9 m long. The bars are
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arranged in a 12 sided barrel formation; each set of 12 bars is placed in a hermetically 

sealed “bar box” made of very thin aluminium. Within a bar box, the 12 bars are optically 

isolated from each other by a ^  150 pm  air gap.

Each PMT, of which there are 10,752 in 12 sectors lining the SOB, has a diameter of 

29 mm and lies closely packed inside the water volume. The surface that they lie on is 

approximately toroidal. A trapezoidal wedge is glued to the readout end of each bar in 

order to reduce the required instrumentation area by folding one half of the Cerenkov ring 

image onto the other half. The wedge is made from the same material as the bar and the 

geometry is: 91 mm long, 33 mm wide and a trapezoidal profile (27 mm at the high end of 

the bar and 79 mm at the light exit). A slight (~  6 mrad) upward displacement minimises 

the displacement of the downward reflected image due to the finite length of the bar. 

Hexagonal concentrators located in front of the PMTs increase the total effective surface 

area to around 90%. Magnetic shielding is used to reduce the effect of the magnetic field 

on the PMTs.

Spreading the PMTs over such a large area ensures that at most only one photon per event 

hits them. As a result, only timing information is needed to characterise a PMT hit. Each 

of the 168 boards of the front-end electronics contains one time-to-digital converter (TDC) 

and two 8-channel custom chips which act as discriminators to time the PMT pulses. The 

boards are situated on the outside of the SOB. The TDCs digitise the time information 

and place the data into a buffer. This buffer is read out when a Level 1 accept command 

is received from the DAQ system.

3.2.6.3 Performance of the DIRC

The DIRC offers excellent 7x/K  separation power. From the measured single track res­

olution versus momentum in dimuon events and the difference between the expected
v .

Cerenkov angles of charged pions and kaons, it is possible to infer the 7x /K  separation 

power. The expected 7x /K  separation in B° —► 7r+7r“ is shown in Figure 3.15. The ex­
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pected separation power between 3 GeV/c kaons and pions is ~  4.2a, which is within 

15% of the design goal.

10
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2 43
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Figure 3.15: Expected ir/K  separation in B° —> ir+ir~ events versus track mo­
mentum inferred from the Cerenkov angle resolution and the number of Cerenkov 
photons per track measured in dimuon events.

Figure 3.16 shows the advantage of invoking the DIRC as a tool for particle identification. 

In Figure 3.16 the Kir invariant mass spectra are shown both with and without the use of 

the DIRC for kaon identification for measuring the Kir mass in D° decays. The efficiency 

for correctly identifying a charged kaon and misidentifying a pion as a kaon have been 

determined using D° —> K~ir+ decays selected kinematically from an inclusive D* sam­

ple. The result obtained was a mean kaon selection efficiency of (96.2 ±  0.2(stat))% and 

corresponding pion misidentification rate is (2.1 ±  0 .1(stat))%.

Overall, the DIRC has been performing reliably since its commissioning. About 99.7% of 

all PMTs and electronics channels are operating with nominal performance. The overall 

DIRC performance is close to that predicted by Monte Carlo simulations.

76



Chapter 3. The BABAR experiment

Without DIRC
x 10

1500

1000

With DIRC500

1.75 1.8 1.9 1.951.85

Ktc mass (GeV/c2)

Figure 3.16: K tt invariant mass spectrum in the decay D° —> K ~ tt+ without 
(top) and with (bottom) using DIRC information for kaon identification.

3.2.7 Electromagnetic Calorimeter (EMC)

3.2.7.1 Physics requirements of the EMC

The purpose of the EMC is to measure electromagnetic showers with excellent efficiency 

and both energy and angular resolution over the energy range 0.02—9 GeV. This capabil­

ity allows the detection of photons from which neutral particles such as 7r° s  and rp s can 

be reconstructed. The lower energy bound is set by this requirement. As well as the pho­

tons from decaying neutral particles, photons from electromagnetic and radiative QED 

processes can be detected. The QED processes e+e“ —► e+e_ (7 ) and e+e" —► 7 7  are 

needed for calibration and luminosity determination. They set the upper energy bound.

Even stricter energy resolution requirements (~  1—2%) are imposed by the measurements 

of B  mesons containing more than one 7r°, e.g. B° —» 7r°7r°, in order to achieve a high 

signal-to-background ratio. Below 2 GeV the 7r° mass resolution is dominated by the 

energy resolution. At higher energies the angular resolution dominates and is required to
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be typically a few mrad.

The EMC also plays a vital role in electron identification. This is important for flavour 

tagging of neutral B  mesons via semileptonic decays, the reconstruction of vector mesons 

like the J /0  as well as semileptonic and rare decays of B  and D  mesons and also r  

leptons.

3.2.7.2 Design of the EMC

The EMC comprises a barrel section and a conical forward endcap, necessary to cope 

with the forward-focused tendency of particle momenta due to the asymmetric beam en­

ergies. It is a hermetically sealed, total absorption calorimeter composed of a finely seg­

mented array of 6,580 scintillating crystals made from caesium iodide doped with thal­

lium (CsI(Tl)). CsI(Tl) was chosen as the scintillating material because of its high light 

yield and small Moliere radius, confirmed by its proven success in the CLEO calorimeter. 

Some properties of the CsI(Tl) material are listed in Table 3.3. A high light yield helps 

achieve a good energy resolution and a small Moliere radius helps the angular resolution. 

The crystals have a front face size of about 5 cm which is comparable to the Moliere ra­

dius. The short radiation length allows showers to be contained in a relatively compact 

design. Moreover, the light yield and emission spectrum permit the efficient use of sil­

icon photodiodes that are matched to the spectrum of the scintillation light. The silicon 

photodiodes are used for readout of the crystals. They work well in the 1.5 T magnetic 

field.

A cross-sectional view of the EMC is shown in Figure 3.17. The EMC has full coverage 

in azimuth and has a polar angle range of 15.8° ^  0 ^  141.8° corresponding to a solid 

angle coverage of 90% in the centre of mass system. This range equates to —0.775 < 

cos 6 ^  0.962 in the LAB frame, corresponding to —0.916 ^  cos 9* <  0.895 in the CMS 

frame. The EMC is positioned off-centre in z and extends 2.3 m forwards and 1.56 m 

backwards from the IP.
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Parameter Values

Radiation length 1.85 cm
Moliere radius 3.8 cm

Density 4.53 g /cm 3
Light yield 50 , 0 0 0 7 /  MeV

Light yield temp, coeff. 0.28%/°C
Peak emission Amax 565 nm

Refractive index (Amax) 1.80
Signal decay time 680 ns (64%)

3.34 /is (36%)
Radiation hardness 103—104 Rad

Table 3.3: Properties of CsI(Tl) used to make the EMC scintillating crystals.

2359

1555 2295 External
Support

1375 1127- 1801 26.8*920

38.2' 15.8*558 22.7’

Interaction Point 1-2001
8572A031979

Figure 3.17: Longitudinal cross-section showing the EMC geometry (dimen­
sions in mm). The detector is axially symmetric about the z-axis.

Within the barrel section there are 5,760 crystals divided in 9 into 48 distinct rings with 

120 identical crystals in each. The inner radius is 91.9 cm and the outer radius is 135.6 cm. 

Since the showers penetrate deeper in the forward direction, the crystal lengths vary with 

polar angle from 29.76cm at the backward end to 32.55 cm at the forward end. The 

crystals are arranged into modules, each containing 21 crystals (7 in 9 and 3 in (f>). In the 

endcap there are 820 crystals arranged in 8 rings, giving a total of 6,580 crystals. The 

crystals have a tapered trapezoidal cross-section with the length of the crystals increasing
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from 29.6 cm in the backward to 32.4 cm in the forward direction to limit the effects of 

shower leakage from increasingly higher energy particles. Preshowering is minimised by 

supporting the crystals at the outer radius with only a thin gas seal at the front. The barrel 

and outer five rings of the endcap have less than 0.3—0.6 radiation lengths of material 

in front of the crystal faces. The three rings closest to the barrel each have 120 crystals 

in 6, the next three have 100 crystals and the innermost two have 80 crystals each. All 

the crystals in the endcap are 32.55 cm (17.6 2fo) long, except for the inner ring which, 

due to space restrictions, is one radiation length shorter. There is also a ninth ring inside 

the endcap which contains lead shielding to reduce the effect of beam background on the 

endcap crystals.

Each crystal is read out by two silicon photodiodes glued to the back face. A preampli­

fier circuit receives the output and passes it on to an analogue-to-digital converter (ADC) 

board which digitises it into a 10-bit dynamic range. The data are sent via a high speed 

fibre optic Glink to the calorimeter readout modules (ROMs) in the BABAR electronics 

house. Data are collected continuously by untriggered personality cards (UPCs). A fea­

ture extraction algorithm is used to find the peak energy and time from a 1 yus data sample 

before and after a Level 1 accept signal has been received. The data on the UPCs are also 

used to provide trigger tower sums for the Level 1 calorimeter trigger (EMT).

The energy resolution of a homogeneous crystal calorimeter can be parameterized empir­

ically as the sum of two terms added in quadrature:

E  -y/iJ[GeVj ® ’
where E  and ge refer respectively to the photon energy and its RMS error measured in

GeV. The energy dependent term, a, is dominant at low energies. It arises primarily

due to fluctuations in photon statistics but is also affected by electronic noise from the

photon detector and other electronics. Moreover, backgrounds generated by the beam

lead to large numbers of additional photons that add to the noise. The constant term, 5, is

dominant at energies above 1 GeV. It arises due to the non-uniformity in light collection,

leakage or absorption in the material between and in front of the crystals, and uncertainties
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in the calibrations. At low energy, the energy resolution of the EMC is measured directly 

with a radioactive source; at high energy, Bhabha scattering is used.

The angular resolution is determined by the transverse crystal size and the distance from 

the interaction point. Its measurement is based on the analysis of 7r° and rj0 decays to two 

photons of approximately equal energy. The resolution varies between about 12 mrad at 

low energies to 3 mrad at high energies. The angular resolution can be parameterized as 

the sum of a constant term and an energy dependent term:

ae=’° ° = a * = 7 w m  ® d  (3,2)

For tracks in the EMC volume away from 90°, the 0 resolution improves:

^ " 0 = 90 °0-0 = -T—5-. (3.3)sm#

3.2.7.3 EMC reconstruction algorithms

An electromagnetic shower coming from an electron or photon will typically spread over 

many crystals, forming a cluster of energy deposits. A cluster is defined as the energy 

deposit caused by one or more particles interacting in the EMC. It is a contiguous set of 

crystals with recorded energy. At least one seed crystal with an energy above 10 MeV is 

needed to make a cluster. Surrounding crystals are included in the cluster if their energy 

exceeds 1 MeV or if they are contiguous neighbours (including comers) of a crystal that 

has an energy over 3 MeV. These thresholds arise from a compromise which balances 

the requirements of good energy resolution with the data volume limitations of the DAQ 

system. The EMC contributes to particle identification (PID) using the total energy of 

clusters and their lateral distribution.

Clusters can be divided into bumps. A  bump is defined as a local maximum within a 

cluster and is intended to correspond to the fraction of the cluster energy deposited by a 

single particle interaction. Clusters, therefore, frequently contain more than one bump,

i.e. if there is more than one local maximum within it. In this case, pattern recognition
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algorithms are employed to assign the correct energy to each bump. The algorithm also 

determines whether the bump comes from a charged or neutral particle.

Local energy maxima within a cluster are realised if the energy #LocaiMax exceeds that 

of their neighbours and satisfies the condition 0.5(N  — 2.5) > i^NMax/EtocaiMax* where 

#NMax is the highest energy of any of the N  neighbouring crystals with an energy above 

2 MeV. An iterative procedure is used to determine the energy of each bump, with each 

crystal being assigned a weight. The bump energy is then the sum of the weighted crystal 

energies, running over all the crystals in the cluster. Their positions are calculated using 

a centre-of-gravity method with logarithmic weights. This method leads to a systematic 

bias in the polar angle due to the non-projectivity of the crystals. An offset correction of 

—2.6 mrad for 9 > 90° and +2.6 mrad for 9 < 90° is therefore applied.

A bump is associated with a charged particle by projecting a track to the inner face of 

the EMC. The distance between the track impact point and the centroid of a bump is 

calculated. If it is consistent with the angle and momentum of the track, the bump is 

associated with the charged particle. Bumps that are not associated to any tracks are 

assumed to be from neutral particles. On average, 15.8 clusters are detected per hadronic 

event, of which 10.2 are unassociated.

3.2.7.4 Performance of the EMC

The EMC output is continuously monitored and calibrated. A fibre optic light-pulser 

system is used daily to monitor short term changes in the detector response at the 0.15% 

level. There is also a source calibration performed weekly. A neutron generator provides 

a low energy flux of neutrons which irradiates a liquid source of Fluorinert being pumped 

around the crystals, producing the isotope and an a  particle. The /5-decay process 

- 5- 860* +_J (3 ensues, the half-life of which is 7 seconds. There is then a radiative 

transition, ^O* —► g60  +  7 , to the ground state with the emission of a 6.13MeV 

photon. As this energy is precisely known, the EMC energy resolution at low energies
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can be determined to within 0.25%.

Calibration is also done using physics processes themselves. Bhabha events provide an 

effective calibration method at high energy (~  7.5 GeV) since the actual energies of the 

electrons can be calculated from their polar angles. Radiative Bhabha events and 7r° 

decays are also used as calibration tools over a wide energy range.

In Figure 3.18a the EMC energy resolution as a function of energy is shown. The parame­

ters of Eq. (3.1) extracted from this fit to the energy dependence yield a =  (2.32±0.30)% 

and b = (1.85 ±  0.12)%. These values agree with the detailed Monte Carlo simulations 

which include electronic noise and beam background but are not quite as good as design 

expectations (a =  1%, b — 1.2%).

The angular resolution parameters in Eq. (3.2) have been extracted from the fit to an 

empirical parameterization of the energy dependence, Figure 3.18&. The values of the 

parameters are c = (3.87 ±  0.07) mrad and d = (0.00 ±  0.04) mrad, which compare 

favourably with the design values (c =  3 mrad, d = 2 mrad). The fitted values are 

slightly better than expected from Monte Carlo simulations.

For B B  events, a reconstructed measured 7r° mass of 135.1 MeV/c2 is stable to better than 

1% over the whole photon energy range. The 7r° resolution of 6.9 MeV/c2 agrees well with 

the Monte Carlo prediction obtained from the detailed detector simulation. These values 

are extracted from a fit to the data as shown in Figure 3.19. A slight improvement in 

the 7T° resolution (6.5 MeV/c2) is observed in low occupancy t +t ~ events for 7r° energies 

below 1 GeV.
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Figure 3.18: a) Energy resolution (left) of the EMC measured for photons and 
electrons from various physics processes. The solid curve is a fit to Eq. (3.1) and 
the shaded area represents the RMS error of the fit. b) Angular resolution (right) 
of the EMC measured for photons from 7r° decays. The solid curve is a fit to 
Eq. (3.2).
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Figure 3.19: Invariant mass in G eV /c2 of two photons in B B  events. The 
energies of the photons are required to be above 30 M eV and the 7r° energy above 
300 M eV. A fit to the data is shown by the solid line.
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3.2.8 Instrumented Flux Return (IFR)

3.2.8.1 Physics requirements of the IFR

The purpose of the IFR is to identify muons with high efficiency and purity, and to detect 

neutral hadrons (mainly K ° particles and neutrons) over a wide range of momenta and 

angles. Reliable muon identification is useful for B  flavour tagging via semileptonic 

decays, reconstructing vector mesons like the J/ip, and to study semileptonic and rare 

decays of B  and D  mesons and also r leptons. IFR information is therefore important 

to many BABAR analyses. For example, K ° detection allows exclusive B  decays, which 

include CP eigenstates, to be studied.

The IFR is required to have large solid angle coverage, good efficiency and background 

rejection for muons with momenta down to below 1 GeV/c. For neutral hadron detection, 

high efficiency and angular resolution are the most important specifications.

3.2.8.2 Design of the IFR

The IFR is the outermost active part of the BABAR detector. It uses the steel flux return 

of the 1.5 T  magnetic field as a muon filter and hadron absorber. Between the gaps of the 

finely segmented steel of the hexagonal barrel and end doors of the flux return are resistive 

plate chambers (RPCs), Figure 3.20. The steel is segmented into 18 plates of increasing 

thickness; 2 cm for the inner nine and 10 cm for the outermost plates. This segmentation 

was determined by Monte Carlo simulation studies to optimise both muon and neutral 

hadron detection. There is a 3.5 cm nominal gap between the plates in the inner layers of 

the barrel and 3.2 cm gap elsewhere. The solid angle coverage goes down to 300 mrad in 

the forward direction and 400 mrad in the backward direction.

There are 19 RPC layers in the barrel and 18 layers in the endcap. In addition, there are 

two layers of cylindrical RPCs installed between the EMC and the magnet cryostat to
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Figure 3.20: Geometry of the IFR showing the barrel and end doors (dimensions 
in mm). The shape of the RPCs can also be seen.

detect particles exiting the EMC and to help associate IFR clusters to tracks. Each side of 

each layer in the barrel is split into three modules in z. In the endcap, each layer is split 

vertically into two modules; each half of which contains six modules.

Figure 3.21 shows a cross-section of an RPC. RPCs detect streamers of ionising particles 

via capacitive readout strips. They are particularly good due to their simple, low cost 

construction, possibility of covering odd shapes with minimal dead space, and offer large 

signals and fast response so that the time resolution is good (~  1—2 ns) and the front-end 

electronics are simple and reliable.

The RPCs consist of 2 mm thick plates of bakelite (phenolic polymer) that are separated 

by a uniform gap of 2 mm using insulating PVC spacers. Inside the gap there is a gas mix­

ture of 56.7% argon, 38.8% freon-134a (1,1,1,2-tetrafluoroethane) and 4.5% isobutane. 

The bulk resistivity of the bakelite sheets has been purposely tuned to 1011 —1012 Qcm. A 

graphite coating on the external surfaces achieves a surface resistivity of lOOkd/square. 

Of these two electrolytic surfaces, the lower electrode is grounded whilst the upper elec­

trode is connected to a high voltage supply (~  8 kV). A protective mylar film is used to

86



Chapter 3. The BABAR experiment

Foam

Bakelite

akehte

Foam

Aluminum 
j  X Strips 
/  Insulator

Graphite
I  2 mm
I £ . i i i i i i\ 2 mm

Graphite 
Insulator 
Y Strips 
Spacers
Aluminum

8-2000 
8564A4

Figure 3.21: Cross-sectional view of a planar RPC.

insulate the electrodes. The bakelite surfaces facing the gap are treated with linseed oil.

An induced pulse is captured by external electrodes made of aluminium strips, labelled 

“X strips” and “Y strips” in Figure 3.21. Three-dimensional position information from the 

two orthogonal strips is obtained by making use of the finite radial thickness of the RPC. 

In the barrel, the pitch of the strips that measure the ^-coordinate and ^-coordinate are 

38.5 mm and between 19.7—32.8 mm respectively. In the endcap, the pitch of the strips 

that measure the x-coordinate and ^/-coordinate are 38.0 mm and 28.3 mm respectively. 

Each front-end readout card (FEC) services data from sixteen channels, i.e. from the 

aluminium strips. The total number of channels is close to 53,000. The FECs select active 

channels and send the data to a time digitisation circuit (TDC). Even and odd numbered 

strips are connected to the FECs so that the failure of a card does not result in a total loss 

of signal. The TDC boards exploit the excellent time resolution of the RPCs. The TDC 

output is stored in buffers which are read out when a Level 1 accept command is received.

3.2.8.3 Performance of the IFR

The muon detection efficiency and pion misidentification probability from studies on 

clean control samples of muons and pions are shown in Figure 3.22. Using the selection
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corresponding to Figure 3.22, ~  90% muon efficiency was achieved with a pion misidenti- 

fication probability (“fake rate”) between 6—8% in the momentum region 1.5—3.0 GeV/c. 

Decays in flight contribute about 2% to the pion misidentification probability. Employing 

a tighter selection can halve the hadron misidentification making the sample purer, but at 

the expense of efficiency; the muon detection efficiency is reduced to ~  80%.
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Figure 3.22: Muon efficiency (left scale) and pion misidentification probability 
(right scale) as a junction of LAB momentum (top) and polar angle (bottom) (for 
1.5 <  p[ GeV/c] <  3.0. A loose muon selection criteria was used.

K ql  s  and other neutral hadrons interact in the steel of the IFR and can be identified as 

clusters unassociated with a charged track. According to Monte Carlo predictions, about 

64% of K ° s above 1 GeV/c produce a cluster in the cylindrical RPC or a cluster with 

hits in two or more planar layers. Unassociated clusters whose angular separation is less 

than 0.3 rad are combined into a composite cluster originating from showers that spread 

into adjacent sectors of the barrel, several sections of the end doors and/or the cylindrical 

RPC. Multiple clusters from large fluctuations in hadronic showers are also combined by
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this procedure. Although the direction of the neutral hadron can be determined using the 

event vertex and the centroid of the neutral cluster, no information on the cluster energy 

is obtainable.

A significant fraction of hadrons interact before reaching the IFR. Therefore, information 

from the EMC and the cylindrical RPCs is combined with IFR cluster information by 

matching the production angles. A good match (association) is obtained if the x 2 prob­

ability of the production angle match between neutral showers in the EMC and neutral 

hadrons detected in the IFR is greater than 1%.

The angular resolution of the neutral hadron cluster can be estimated using a sample of 

K® s produced in the reaction e+e~ —> ^ 7  —► The K® direction is inferred

from the missing momentum calculated from the missing particles in the final state. The 

angular resolution derived from the IFR cluster information is found to be ~  60 mrad, 

whilst for K J s interacting in the EMC it is about a factor of two better.

A weekly estimate of the IFR efficiency is made using cosmic rays and colliding beam 

data. The muon detection efficiency has been getting progressively worse as a function 

of time due to an unexpected degradation of the RPCs, Figure 3.23. There are already 

a significant number of RPCs that have an efficiency of less than 10%. Such RPCs are 

classified as “dead”. A number of hypotheses exist as to why the RPCs are degrading so 

rapidly. The leading hypothesis attributes the blame to the chemistry of the linseed oil on 

the inside of the RPCs when exposed to an electric field. Droplets in the oil are visible and 

it is thought that these may be causing sparking and dark currents. Another, less popular, 

hypothesis blames gas flow problems.

A temporary remedy in place for most of BABAR Run 2 was to run the chambers in the 

opposite polarity to normal, at high voltage (500 kV) and whilst flushing it with pure 

argon gas. Although this worked reasonably well for the chambers still active, it is not 

a satisfactory long term solution. The RPCs in the IFR endcap were replaced during the 

summer 2002 shutdown. It is planned to replace the RPCs in the entire barrel during a
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Figure 3.23: Degradation of the average RPC efficiency as a function of time 
for all chambers (black) and only active chambers, i.e. efficiency ^  10% (red).

long shutdown in 2004.

3.2.9 Trigger

The aim of the trigger system is to select the events of interest with a high, stable and well- 

understood efficiency, whilst at the same time reject background events and reduce the 

flow of information resulting from the very high bunch-crossing rate produced by PEP-II 

to a manageable event rate (< 120 H z) for logging and storage. At design luminosity,
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beam-induced background rates are ~  20 kHz each for one or more tracks in the DCH 

with pt  > 120 MeV/c or at least one EMC cluster whose energy is greater than 100 MeV.

The BABAR trigger operates in two stages. Firstly, the Level 1 (LI) trigger is implemented 

in hardware and, secondly, the Level 3 (L3) trigger is implemented in the software and 

operates after all the data from an event have been assembled. The total trigger efficiency 

is required to be in excess of 99% for all B B  events and at least 95% for continuum 

events. Other event types can have less stringent requirements. For example, e+e~ —> 

t + t ~  events should have a trigger efficiency in the range 90—95%, depending on the 

decay channel. The maximum allowed dead time for the trigger system is 1%.

3.2.9.1 Level 1 (LI) trigger

The LI trigger decision is based on charged tracks in the DCH above a preset transverse 

momentum, showers in the EMC and tracks detected in the IFR. It is implemented in 

the hardware. The part of the LI trigger responsible for the DCH decision is called the 

drift chamber trigger (DCT), and that responsible for the EMC decision is called the 

electromagnetic calorimeter trigger (EMT). The instrumented flux return trigger (IFT) 

is used for triggering p+p~ and cosmic rays, mostly for diagnostic purposes. All three 

provide input to the global trigger (GLT). Primitive trigger objects from the three triggers 

are sent to be combined by the GLT every 134 ns. Events are accepted typically ~  1 kHz, 

but up to a maximum rate of 2 kHz corresponding to the limit set by the DAQ. The GLT 

processes all trigger primitives to form specific triggers. Triggers are produced with a 

fixed latency window of 11—12 after the e+e~ collision and are delivered by the GLT 

to the fast control and timing system (FCTS). If a valid trigger remains, the FCTS issues 

a Level 1 accept command to initiate event readout. Efficiency studies can be done using 

data persisted from each trigger decision; some events are kept even if the LI trigger lines 

have not been satisfied for efficiency studies. These events are known as LI pass through 

events.
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The DCT primitives are defined in Table 3.4. Three types of trigger board comprise the 

DCT:

o Track Segment Finder (TSF): Looks for sets of contiguous DCH hits in a group 

of neighbouring cells (“pivot group”).

o Binary Link Tracker (BLT): Links track segments to make long or short tracks. 

Long tracks have to reach DCH superlayer 10 and short tracks must reach DCH 

superlayer 5.

o p t  Discriminator (PTD): Uses detailed (j> information on track segments found 

in axial superlayers to determine whether the segments are consistent with a track 

having a pr  above a threshold value of 800 MeV/c.

Description Origin Threshold

B
A
A'

Short track reaching DCH superlayer 5. 
Long track reaching DCH superlayer 10. 

High pT track.

BLT
BLT
PTD

120 MeV/c 
180 MeV/c 
800 MeV/c

Table 3.4: Trigger primitives for the DCT. The thresholds are adjustable; typical 
values are given.

The EMT primitives are defined in Table 3.5. ADC counts (related to energies) are re­

ceived from the EMC UPCs by the EMT The endcap is divided into 40 towers, each 

forming a wedge in <j> containing 19—22 crystals. For each tower, all crystal energies 

above a threshold of 20 MeV are summed with those from its immediate neighbours and 

sent to the EMT with a “clock-4” tick (269 ns). A simple feature extraction (FEX) algo­

rithm is applied to the resulting waveform to find the peak. The trigger processor boards 

(TPBs) determine the energies in the 40 <j> sectors, summing over various ranges in 9, 

and their energies are compared with the thresholds of the trigger primitives (Table 3.5). 

An estimate of the time of the energy deposition and correction for the timing jitter are 

applied before transmitting the result to the GLT.

92



Chapter 3. The BABAR experiment

Description Threshold

M Minimum ionising cluster (all 9). 100 MeV
G Intermediate energy cluster (all 9). 250 MeV
E Cluster from high energy electron/photon (all 9). 700 MeV
X Cluster from minimum ionising particle in forward endcap. 100 MeV
Y Cluster from high energy electron/photon in backward barrel. 1 GeV

Table 3.5: Trigger primitives for the EMT, all of which originate from the TPBs. 
The thresholds are adjustable; typical values are given.

The LI trigger is designed so that the EMT and DCT are orthogonal. This is done so 

that the EMT efficiency can be determined from events that pass DCT-only trigger lines 

and vice versa. For B B  events, both the EMT and DCT efficiencies are over 99% and 

the combined efficiency is greater than 99.9%. High multiplicity multihadronic event 

topologies are prioritised by the 24 GLT trigger lines; more common calibration events, 

such as Bhabhas, are prescaled in order to reduce the trigger rate.

3.2.9.2 Level 3 (L3) trigger

The L3 trigger is implemented in the software run on the online computer farm and the 

data are distributed such that each node processes one event at a time. The software 

comprises event reconstruction and classification, a set of event selection filters and mon­

itoring. It is designed to refine and augment the LI selection methods so that 2 kHz input 

rate from the LI trigger is reduced to a rate of around 100 Hz. As information from the 

whole event is available, more sophisticated algorithms can be used than can be in the 

LI trigger. Not only can timing information be used to reject background from other 

beam crossings, but also beam background can be reduced by examining track impact 

parameters and rejecting events not originating from the primary vertex.

The pattern recognition for the L3 DCH-based trigger, L3Dch, is done using a look-up- 

table and the L3 EMC-based trigger, L3Emc, identifies energy clusters with a sensitivity
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sufficient for finding minimum ionising particles. L3 trigger lines can be prescaled to 

keep the rate under control. The angular distributions of some calibration events, such as 

Bhabhas and two photon events, are prescaled so as to flatten. Some events are kept even 

though the L3 trigger lines are not satisfied in order to calculate efficiencies. Such events 

are known as L3 pass through events.

3.2.10 Online computing and data acquisition (DAQ)

The BABAR online computing system comprises the DAQ chain from the front-end elec­

tronics (FEE), through the embedded processes in the DAQ system and the L3 trigger 

to the logging of the event. The infrastructure of the BABAR DAQ system is shown in 

Figure 3.24. Data are passed from the FEE of each subsystem to VME dataflow readout 

modules (ROMs) through optical fibres. The ROMs contain system-dependent firmware 

to carry out higher level feature extraction (FEX) which minimise backgrounds and noise. 

If a Level 1 accept is issued by the fast control and timing system (FCTS) the data are 

passed to the L3 trigger. Events passing L3 are written to a temporary (XTC) file, until 

they are processed by the online prompt reconstruction (OPR) code which is run on a 

dedicated Linux farm. The data are written to the event store by the OPR code. Currently 

the data are stored in two formats: in the Objectivity object-oriented database [92] and 

also in a ROOT-based I/O format called Kanga [93]. Users can access the data in either 

format within the software Framework.
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Figure 3.24: Schematic diagram of the BABAR DAQ system.
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4.1 Overview

The BABAR software is highly complex and features simulation, reconstruction, particle 

identification, tagging, fitting and other analysis tools that complete the software chain. 

Although a detailed description of the BABAR computing environment can be found in 

[52], it is a rapidly evolving system that has come a long way since that publication. 

Updates to the computing system are, however, regularly publicised [94]. In this section 

a brief description of the key components relevant to this analysis is discussed.

In the past the programming language of choice for most high energy physics experi­

ments was F o r t r a n .  BABAR was, however, the first major physics experiment to use 

C++ [95,96], although others have since begun this endeavour too. Such a language 

allows for an object-oriented (OO) approach to software design. Object-oriented pro­

gramming is particularly good for large complicated projects where code is written by
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many people. This is because analysis of a problem can be broken up into smaller parts 

which can be developed and tested separately. Such an approach makes for more efficient 

programming. C++ is not the only language that allows OO to be utilised and if the choice 

of language were to be made again today other languages, such as J a v a , would also be 

strong candidates.

In BABAR there is a common Framework that supports the simulation, reconstruction and 

analysis software. Software is introduced as a package that does a specific job. The 

releases keep the software up-to-date so that improvements, fixes and new packages can 

be introduced to the users systematically. A central repository, CVS [97], keeps track 

of co-working versions. Data are stored in the Objectivity database [92] or as Kanga 

streams [93] and a global shared file system, AFS [98], is used. Data are skimmed from 

the database and can be stored at remote sites. Analyses can then be done locally.

4.2 The Framework

The Framework is the infrastructure for BABAR software. It has a “top-down” structure 

so that users can produce their own low-level algorithms for their particular analyses in­

dependently. The Framework is implemented as a class library. Not only does it describe 

the objects, but also their interactions with each other in a domain-specific manner.

Any analysis code written to interface with the Framework must be written as a well- 

defined module. A module is a C++ class and the user creates an object of the module 

class type that is registered and then used in the execution of applications. Each module 

inherits from the AppM odule class. A set of modules that are to be run together are 

organised into sequences and then into a path. The path is a complete executable.

The tool command language ( t e l )  [99] is used to change variables which define, enable 

and disable sequences of modules at run-time. Code does not therefore have to be recom­

piled and relinked each time. One executable binary image can therefore be used for a
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wide variety of purposes.

4.3 Reconstruction

Reconstructing particle candidates from individual hits in detector subsystems is done in 

two stages. Firstly, the reconstruction of individual tracks and photons is performed in the 

online prompt reconstruction (OPR) stage. This involves running the E l f  [100] software 

package over the files output from the DAQ system. The output of E l f  is stored in a 

number of formats in an object-oriented database. The second stage is the reconstruction 

of composite particles. Such composites are not directly detected but are inferred by 

reconstructing their decay products. This stage is performed by the B e ta  [101] software 

package and a large quantity of derived software that is analysis specific,

4.3.1 Available lists of charged tracks and neutral candidates

Tracking algorithms are used by E l f  in OPR to find charged tracks. The reconstructed 

tracks are categorised into different charged track lists that are stored in the micro database 

so that they can be accessed in subsequent analyses. Similarly, the bumps and clusters de­

tected by the EMC are categorised by E l f  into neutrals lists, depending on whether they 

have charged tracks associated with them or not. The lists of charged and neutral objects 

available in the micro database are defined in Table 4.1. All charged tracks in the micro 

lists are assigned a default mass based on a pion hypothesis, i.e. a mass of 139.57 MeV/c2.

4.3.2 Reconstruction of composite candidates

The presence of many particles relies on their being inferred from their decay products. 

This might arise if the particles are short-lived so that their tracks are not detected or are 

neutral and so do not leave tracks. A set of modules in the B e t a  analysis framework exist
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List name Description

ChargedTracks
All charged tracks in 
the SVT and/or DCH, 

using pion mass hypothesis

GoodTracksVeryLoose
ChargedTracks with: 

Momentum < 10 GeV/c 
DOCA in xy-plane < 1.5 cm 

DOCA in £ < 10 cm

GoodTracksLoose
GoodTracksVeryLoose with: 

PT > 0.1 GeV/c 
Number of DCH hits > 12

GoodTracksTight
GoodTracksLoose with: 

DOCA in ay-plane < 1 cm 
DOCA in £ < 3 cm

CalorNeutral
Single EMC bumps (including 

single bump clusters) that 
are not matched to any track

CalorClusterNeutral
Clusters of crystals 

containing one or more 
bumps

GoodPhotonLoose
CalorNeutral objects with: 

Raw energy >0.1 GeV 
Number crystals ^  4 
Cluster LAT <0.8

Table 4.1: Lists of charged tracks and neutral calorimeter objects produced in 
OPR and stored in the BABAR micro database. DOCA abbreviates distance of 
closest approach.

to reconstruct composite particles from the lists in Table 4.1. The set of tools responsible 

for making lists of composite candidates is called CompositionTools [102].

The first step in the composition sequence is to calculate the invariant mass by 4-momenta
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addition for each possible combination of daughter comprising it:

M i!
2

(4.1)

where M inv is the invariant mass, and Et and pt are the energy and 3-momenta of the 2th 

daughter candidate respectively. If the reconstruction gets it right, a peak in the invariant 

mass spectrum is seen at the composite’s mass. The width gives a measure of the resolu­

tion and the peak usually sits on a significant background due to combinatorics resulting 

from the algorithm.

4.3.2.1 Vertexing and constraints

A composite particle whose daughters are charged tracks can be vertexed to a common 

point by extrapolation, which uses a helix approximation to model the particle’s trajec­

tory. B e ta  allows for either geometric and/or kinematic fits to be performed. In the 

geometric fit, all the tracks are required to extrapolate back to the same point in space. 

Performing a kinematic fit demands that the total momentum be conserved at the decay 

vertex. By default, both geometric and kinematic fits are performed using an iterative 

X 2 minimisation technique. During fitting, the measured momenta of the daughter tracks 

are adjusted within their measurement errors. This can result in a slight change in the 

invariant mass of the reconstructed composite candidate. Sometimes the fits fail to con­

verge and the composite particle’s invariant mass is assigned by 4-momenta addition of 

the daughter candidates.

Detector resolution effects can be reduced by imposing constraints on the fit. Consider 

the case when a daughter of a composite particle is itself a composite. Constraining the 

mass of this daughter to the PDG mass when reconstructing the mother particle improves 

the resolution. This is particularly effective when the granddaughter particles are neutral, 

for example 7r° —► 7 7 ; the photons do not leave tracks that can be extrapolated back to 

the decay vertex.
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4.3.3 Available lists of composite candidates

The CompositionTools package [102] is a toolkit for use in production and analysis of 

BABAR data. CompositionTools is used to produce lists of composite BtaCandidates 

describing a given decay reaction. It uses existing lists of BtaCandidates, for example 

C h a r g e d T r a c k s  and C a l o r N e u t r a l ,  as well as other composite BtaCandidates to 

make new lists containing composites made from particles sharing some common criteria. 

The resulting BtaCandidates are then decay trees and geometric and kinematic constraints 

can be applied to the tree. These composite BtaCandidates are decay trees which combine 

tracking, neutral clusters, PID and vertexing/kinematic fitting.

Although there are many composite lists available, particularly important to this analysis 

is the K s D e f a u l t  list. Its basis is the K s L o o s e  list, which is a list of neutral com­

posites (i.e. candidates) that contain associations to pairs of oppositely charged tracks 

from the C h a r g e d T r a c k s  list, whose unfitted mass is between 300—700 MeV/c2. The 

tracks are fitted, requiring them to originate from a common vertex, which changes their 

momenta a little. The advantage of fitting the tracks is that, by using the fitted track mo­

menta, a better resolution for the composite’s momentum is obtained. The K s D e f a u l t  

list is made with members of the K s L o o s e  list whose fitted mass is within 25 MeV/c2 

of the PDG value, m pK — 497.672 ±  0.031 MeV/c2 [39]. Another example is the 

p i O A l l L o o s e  list which makes combinatorics for all 7T° s using the C a l o r N e u t r a l  

list as input.

4.3.4 Particle identification: PID selectors

There are a number of selectors provided by the PID group to associate a charged track 

to particular particle type. In the case of electrons, information such as dE/dx,  E / p  

and EMC observables such as cluster/shower shapes are used (e.g. LAT and the Zemike 

moments such as Zemike-42, A42); for muons, a typical signature is a small energy deposit
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in the EMC along with some number of IFR layers hit and that penetration into the IFR 

is consistent with a minimum ionising particle; for pions and kaons, dE/dx  information 

is used, particularly at lower momentum, but for tracks over approximately 700 MeV/c 

the DIRC is the main source of PID information. The following references describe the 

original algorithms and performances of the electron [103], muon [104], pion [105] and 

kaon [106] selectors.

At present there are three methods used to make selectors; cut-based ( M ic r o ) ,  likeli­

hood (L H ) and neural net (NN). Each selector has a number of criteria which allows the 

user to vary how loose or tight they want to make the selector they use depending on 

the purpose. In summary, Table 4.2 lists a number of selectors that are relevant to this 

analysis. The criteria chosen by the analyst are usually a compromise between the re­

duction in signal efficiency and the efficiency of the selector to get the selection correct 

with low misidentification probabilities. The PID group produce ntuples using the Be- 

taPidCalib package [107]. PID tables [108] are then produced by the PID group from the 

BetaPidCalib ntuples which provide efficiencies and corresponding uncertainties in both 

real data and Monte Carlo data so that relative efficiencies can be computed to correct 

the Monte Carlo data to the real data (“efficiency corrections”) for the various running 

periods of BABAR. This is necessary since imperfect detector simulation may mean that 

the selector performance differs between real data and Monte Carlo data; typically the ef­

ficiencies are overestimated in the Monte Carlo, perhaps due to degradation/faults during 

the data-taking periods that affect the real data but the simulation may not know about1. 

The efficiencies (and relative efficiencies) are a function of a track’s 3-momentum (p) and 

so the tables are binned in momentum (p), polar angle (0) and azimuthal angle (</>)• By 

convention, quantities with reference to the laboratory frame are used to produce the ta­

bles. By default the PID tables are made with G o o d T r a c k s L o o s e  tracks for electrons 

and muons, and C h a r g e d T r a c k s  for pions and kaons. However, pions and kaons are 

selected from D* decays using only kinematic cuts. In order to achieve a reasonable pu­

*The Monte Carlo is updated from the conditions database with a “snapshot” of the detector conditions 
every month or so.
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rity, these cuts are quite tight. No matter which kind of track list is used as input, in the 

end only tracks with a good quality will survive the cuts. Further studies of the effect 

of changing the input track list with which tables are made might be a refinement to an 

analysis but are not necessarily critical, at least in a PID-weighting scheme.

To use the PID tables, there is a PED-killing module [108] that can be run before the user’s 

analysis module to perform the procedure. Afterwards, the analyst then has a pre-PID- 

killed set of Monte Carlo to work with. Another approach to using the PID-killing is to 

read in the PID tables directly and devise weights with which the Monte Carlo can be 

reweighted in order to produce any necessary correction.

4.4 Simulation

Monte Carlo simulated events are crucial to the vast majority of BABAR analyses. Physics 

events are generated and passed through a detector simulation, reconstruction and analy­

sis code at which point they are comparable to the real data detected at the experiment. 

In order to achieve such realism in the simulation, the physics processes must be well 

modelled as must the BABAR detector itself, including the specifics of the materials and 

geometries comprising it. In BABAR the Monte Carlo simulation and reconstruction pro­

ceeds in four well-defined steps: event generation, detector material simulation (BOGUS), 

detector response simulation (S im A p p )  and reconstruction (B E A R ). A number of soft­

ware packages are in place to handle these essential aspects of the simulation. A summary 

of these packages is given below and a detailed description of the BABAR simulation can 

be found in [109],

Monte Carlo production is grouped into phases (SP#) based on a particular basis of re­

leases of BABAR software. Most importantly for this analysis is the SP5 production which 

is based on Release-12. It began in January 2003 and is currently ongoing.
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P ID  selector Description

e M ic r o T ig h t

500 ^  dE/dx [M eV /cm ] ^  1000

1^42 | <  10

0.75 <  EcJ p  <  1.3 

LAT <  0.6

m u M ic r o T ig h t

0.05 <  Ecal [ GeV] <  0.4 

N l ^ 2  
A A  <  1 

A >  2.2 

<  5 

Am <  o 
Tc > 0.3 

m  <  8 

<?m< 4

p iL H V e r y T ig h t

l i k e K v s P i  >  0.9 

l i k e K v s P r o  >  0.20 

(p < 0.40 or not i s e l e c t r o n )  

not is m u o n

Table 4,2: Definitions of some of the many PID selectors available.
e M ic r o T ig h t :  dE/dx is the energy loss of the track in the material; EcaX is 
the energy deposited in the EMC; |A 42| is the Zernike-42 moment; p is the track 
momentum (LAB); LAT is the lateral shower shape variable. m u M ic r o T ig h t :  

N l is the number of IFR hits; A  A =  Aexp — A is the difference between the ex­
pected number of interaction lengths (Xexp) which the track is expected to traverse 
in the BABAR detector under the muon hypothesis and the actual number of inter­
action lengths (X) traversed; x 2rk is the %2/d o f  of the IFR hit strips in the cluster 
with respect to the track extrapolation; is the x 2/d o f  of the IFR hit strips with 
respect to a 3rd order polynomial fit to the cluster; Tc is the continuity of the IFR 
track (for 0.3 <  9 < 1 tracks); rri is the average multiplicity of hit strips per layer 
and om is the standard deviation of m. p iL H V e r y T ig h t :  l i k e K v s P i  and 
l i k e K v s P r o  are the kaon likelihood/pion likelihood and kaon likelihood/proton 
likelihood respectively; i s e l e c t r o n  is a pass of the LH electron selector; 
is m u o n  is a pass of the very tight muon selector. These selectors are used in 
the r~  —* KgTV~ uT analysis.
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4.4.1 Event generators

The E v t G e n  package [110] generates many of the physics events in BABAR, particularly 

B B  events. A file that gives the decay channels of interest along with the probability of 

each decay is input into the event generator. To achieve the correct angular distributions, 

the helicity states of the particles may too be input. For a given random seed, kinemati­

cally correct distributions are generated; the output of E v t G e n  is a set of 4-vectors and 

decay vertices for the decay products. Mixing and CP violation can also be accounted for 

and parameters, such as polarisations of decay products and CP violating phases, can be 

specified by users in the decay tables.

A number of other generators exist within the BABAR Framework and work in a simi­

lar manner. Particularly important for r  decays are the K o ra lB  [111] and KK2f [112] 

generators, the latter of which is expected to be an improvement over the former due to 

its ability to handle higher order physics processes. Both K o ra lB  and KK2f use the 

T A U O L A  library for r  lepton decay [113]. Pre-SP5, only K o ra lB  was used for generic 

e+e_ —> r +r~ Monte Carlo production. KK2 f  is used as the principal generator of t +t~  

events in SP5.

Further information about the generators and their interface to the Framework can be 

found in [114].

4.4.2 BOGUS: detector simulation

BOGUS (BAR4R-Object-oriented-GEANT4-based-Unified-Simulation) is the successor of 

BBsim which was used until 2001 (pre-SP4) for Monte Carlo production in BABAR. 

Whilst BBsim was a GEANT3-based program [115] written in F o r t r a n ,  BOGUS uses 

the GEANT4 simulation toolkit [116]. BOGUS, like GEANT4, has an OO design and is 

written in C++. However, GEANT4 is not BABAR specific; it is a program by an interna­

tional community of physicists with a large number of applications.
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The G E A N T 4 toolkit is designed to simulate the passage of particles through matter. Its 

application areas include high energy physics and nuclear experiments, medical, accel­

erator and space physics studies. It provides a complete set of tools for all the domains 

of detector simulation: geometry; tracking; detector response; run; event and track man­

agement; visualisation and a user interface [117]. An abundant set of physics processes 

handle the diverse interactions of particles with matter across a wide energy range. In 

addition, a large set of utilities, including a powerful set of random number generators, 

physics units and constants, Particle Data Group compliant particle management, as well 

as interfaces to event generators and to object-oriented databases, complete the toolkit.

BOGUS is essentially G E A N T 4 applied to BABAR physics and the executable that is run is 

called B g s A p p .  This means that BOGUS has the detailed geometries of each subsystem 

of the BABAR detector, i.e. the specific materials, dimensions, positions and orientations. 

BOGUS steps charged and neutral particles through the detector and simulates the full 

variety of interactions and decays that each particle species may undergo. Information 

about tracks in sensitive components are called G T r a c k s  which are registered and stored 

in the database. Single interactions of a simulated particle with the detector, whether it is 

some charge deposited at a DCH wire, or an energy deposit in a calorimeter crystal, are 

known as G H i t s .

Tracking approximations are used in the simulation. Whilst minimum energy cuts (in 

units of energy) were used in B B s im ,  range cuts (in units of length) are used in BOGUS. 

This is a cut on the range of a particle’s secondary. In both simulations, when a particle is 

prepared for a step, if its energy ( B B s im )  or expected range (BO G U S) is less than the cut 

value it is not tracked. All of its remaining energy is deposited at that place.

BOGUS also uses the G E A N T4 physics models to describe the decays of long-lived parti­

cles such as kaons, including K®.

A  paper containing validation studies of the G E A N T 4 -based BABAR detector simulation 

was presented at CHEP 2003 [118]. Incidentally, I conducted the EMC validation study
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presented in that paper using an SP4 sample of radiative Bhabha events to study en­

ergy deposit and electromagnetic shower (cluster) shape variables between real data and 

G E AN T4 Monte Carlo.

4.4.3 SimApp: detector response simulation

The next stage in the simulation is provided by S im A p p  which digitises the BOGUS output 

by simulating the detector electronics and applying the calibration. In the actual BABAR 

detector, once a particle has left a deposit of energy or charge in a readout channel, each 

subsystem has its own array of electronics to process this information and transmit it to the 

DAQ system. S im A p p  is designed to simulate this detector response. The S im A p p  pack­

age contains software implementations of the algorithms used in the electronics hardware 

for each of the detector subsystems. Moreover, the trigger system is simulated: if a Level 

1 accept is issued, the G H i t s  in each readout channel are processed and converted into 

d i g i s .  d i g i s  are also created from the real data which are stored in the raw database. 

Therefore, after digitising the simulated data, the output is equivalent to that from the 

actual detector and is ready to be passed to the reconstruction software, BEAR .

S im A p p  uses cyclic triggers to cater for the backgrounds that arise when taking real data. 

These can take the form of electronics noise and beam backgrounds. In the actual BABAR 

DAQ system, a Level 1 accept is issued each second which initiates all the subsystems 

to read out their information. It is often unlikely that there is a genuine physics event 

taking place in the detector at the time of readout. The d i g i s  from these cyclic events 

are overlaid onto the d i g i s  from the generated physics event to simulate the background 

hits in the detector. This background mixing allows reconstruction of background tracks 

and hence improving correspondence between simulation and data [119].
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4.4.4 BEAR: reconstruction

In the simulation, tracks and photons are reconstructed using the BEAR package, and the 

produced tracks are called GTracks. Almost identical reconstruction code is run on the 

digis produced by the simulation as those produced by the experiment, i.e. BEAR has 

much of its code in common with Elf, the package used for real data reconstruction. 

This code performs the final track reconstruction and fitting, cluster reconstruction and 

track matching and association of tracks with Cerenkov photons. Reconstructed data are 

then written to the database in a number of formats. In the Monte Carlo it is possible to 

know exactly how a particle began its life and see how it is manifest after the detector 

simulation has been applied. BEAR persists the true particle types, positions, momenta 

and energies. This information is known as Monte Carlo truth.

4.4.5 MOOSE: combining the simulation chain

A recent development combines the simulation chain into one step instead of the three- 

step BgsApp-SimApp-BEAR procedure. This tool is called MOOSE (Monolithic Object- 

Oriented Simulation Executable). All of the SP4 Monte Carlo uses the three-step pro­

cedure, but for SP5 MOOSE is being used. The advantage of the new method is that 

intermediate data structures need not be persisted.

4.4.6 Monte Carlo production

In order to enhance the statistical significance it is useful to produce as much simulated 

data as possible. Ideally this would amount to much more than in the real data, although 

in practice one-to-one correspondence is more realistic. This is, of course, governed by 

restrictions such as CPU hours, disk space and prioritisation of resources and is a compu­

tationally challenging operation. Monte Carlo production, although organised centrally,
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relies on many sites producing simulated events around the world, many of which are in 

the UK. Weekly, the simulated events are exported (“swept”) to the SLAC database.

In order to achieve the best realism in the Monte Carlo as possible, additional information 

about the detector’s state must be incorporated at the time of Monte Carlo production. 

This information is picked up from the conditions database. Examples of these include 

calibration constants that differ between calibrations and the change in the DCH operat­

ing voltage, which significantly impacts on tracking efficiency. Furthermore, background 

conditions can change as a result of slight changes in the PEP-II configuration. A snap­

shot of the detector configuration is taken each month and is loaded from the conditions 

database when producing that month’s Monte Carlo. In SP4 production, about 2,000 

events per month of specific signal decays for a host of analyses were produced along 

with large samples of generic t + t ~  , B B , qq and Bhabha events. The generic samples pro­

duced correspond at least one-to-one with real data. To complete the conditions matching, 

the cyclic background d i g i s  overlaid on the simulated events are those recorded during 

the corresponding month.

4.5 Data storage and quality assurance

The quality of the data is assessed at numerous stages. Firstly, the Data Quality Monitor 

(DQM) shifter checks that the data are of physics quality during data-taking. The primary 

DQM responsibility is to check that all the subsystems are functioning correctly. A set 

of live plots are cross-checked with reference plots during each run and the DQM shifter 

flags the data as good or bad. The data are checked again during reprocessing (OPR) after 

which a decision is taken on whether the data are of sufficient quality to keep.

Two primary databases are used as event stores: Objectivity and Kanga. In the Objectivity 

database there are several levels of detail stored from E l f  output. In decreasing order of 

size these are known as raw, reco, micro, nano and tag. Currently being developed is the
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mini database that fits in between reco and micro and it is expected that most analyses, 

that presently rely most heavily on the micro database, will convert to using the mini 

database. The purpose of each database is:

o Raw

to store the digis. These are the hits in each detector subsystem, including time 

information, for a given event.

o Reco

to store objects such as tracks and neutral clusters that have been processed and 

combined from several digis. In principle, each reco object should correspond 

to a physical particle. However, there is still a good deal of information from the 

specific subdetectors which is useful for detector efficiency studies.

o Mini

to provide information about reconstructed objects from the real data, different track 

mass hypotheses, Monte Carlo information about G T rack s and more, in addition 

to the micro database equivalents. A detailed description is given in [120].

o Micro

to store lists of BtaCandidates, the basic reconstructed objects. Only the most im­

portant information from each subsystem is stored, for example the number of IFR 

layers hit by a track, the Cerenkov angle and number of photons produced by a 

track in the DIRC. Most current BABAR analyses are based on micro data.

o Nano/tag

to provide a means of fast filtering at the start of an analysis job. Contains basic 

information about the whole event, e.g. number of charged tracks, that can be used 

for a loose, faster preselection. (Doing anything other than a loose preselection at 

the nano level could cause problems due to subtle differences in definitions between 

the nano and mico databases.) Based on whether events are selected or not a tagbit
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specifying a pass or fail can be written into the tag database. During a later skim of 

the data, failed events can quickly be removed.

Most important for this analysis are the tag and micro databases and a detailed description 

of what is available in these databases can be found in [121]. In the future, the mini, 

which is designed to work within the new computing model, will replace the micro as the 

primary analysts’ database [120]. In this analysis, the B e ta  job, which performs some 

vertexing, particle reconstruction and loose cuts, is run on the micro data. The quantities 

of interest are output into ntuples, which are essentially large tables containing the desired 

quantities, for example momenta and vertex positions, for the reconstructed candidates in 

the events. These ntuples can be produced in either PAW or ROOT format, although in 

ROOT they appear as “trees”. This analysis uses the ROOT format which is discussed in 

Section 4.7.

4.6 TauUser analysis package

TauUser is a Beta-based analysis package producing a common set of tools for a num­

ber of tau analyses and is documented in detail in [122,123]. It is currently used to 

produce a common set of ntuples with broad cuts. Users can run their analyses at the 

ntuple level using the data (real and simulated) processed by TauUser. Not only does 

TauUser allow the user to run interactive analyses in ROOT (or PAW) using the many 

useful quantities filled during processing, but also make use of reconstructed quantities 

agreed by the Tau/QED Analysis Working Group (AWG). For example, there is a set of 

reconstructed 7T° variables that have been studied by the AWG to provide a more suitable 

7r° reconstruction for tau physics than the default list does. These are included with the 

package.

The analysis is done in three modules:
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o TauNanoFilter: a fast filter which processes the nano database information.

o TauMain: produces the basic ntuple and makes preselection cuts.

o MyTauAnalysis: allows the user to edit and add their own functions which are 

executed in TauMain.

4.7 Data analysis with ROOT

The ROOT system [124] provides a set of object-oriented frameworks with all the func­

tionality needed to handle and analyse large amounts of data in an efficient way. ROOT 

is written in C++ and provides a number of shared libraries that a user can use within 

their programs. ROOT code can be pre-compiled in the usual way (e.g. using gcc or egs 

compilers) to make an executable or can be interpreted at run-time using the CINT C++ 
interpreter. The interpreter allows for fast prototyping of the macros since it removes the 

time consuming compile/link cycle.

Useful features of ROOT include: the command line interpreter (CINT); histogram- 

ming and fitting; 2D/3D graphics; I/O; collection classes; script processing and graphical 

user interfaces (GUIs). Advanced features include: thread support; parallel processing 

(PROOF); run-time type identification (RTTI) and socket and network communication.

In ROOT’s predecessor, PAW [125], ntuples containing essentially arrays of numbers can 

just be stored. These can be manipulated using Fortran routines. In ROOT, however, 

whole objects can be stored in a TTree, ROOT’S improved version of the ntuple. Not 

only can data be accessed, but also member functions of that object’s type. For example, 

storing a TLorentzVector object allows the M () or Beta {) method to be called in 

future macros which reuse code to calculate the mass or (3 respectively of the 4-vector. 

Operators are overloaded to allow 4-vector addition and other manipulation, such as dot 

and cross products, to be conducted in a single line of code. Likewise boosts to other
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frames of reference can be done effortlessly with the B o o s t () method. This is just one 

example of the many ways encapsulation, inheritance and the class hierarchy structure of 

ROOT’s OO design benefits the end user. Users can also write their own shared-object 

libraries that can be linked against the ROOT libraries (or loaded in the case of CINT) to 

do their favourite tasks over and over again if desired.

4.8 Fitting the data

4.8.1 Maximum likelihood

4.8.1.1 Maximum likelihood estimation

Maximum likelihood (ML) is used as a method of estimation. It is described in detail 

in [126-128]. The distribution of a set of variables (e.g. experimental measurements), xit 

can be described by a normalised probability density junction  (PDF), P (x i\a), for a set 

of parameters a. For a data sample {ajl5. . . ,  the maximum likelihood estimator a  is 

the value of a for which the likelihood junction,

N

C(xl t . . .  , x N;a) =  I j F ’faija), (4.2)
2 =  1

is a maximum. This is also true if P  is a combination of other normalised PDFs, for 

example a linear combination of signal and background.

In practice, it is easier to maximise the logarithm of the likelihood function,

N

e = ln£ = J2 laP(x<'’a)> <4-3)
i —l

which is the sum (rather than product) of the probabilities. Moreover, in many cases

differentiating Eq. (4.3) and setting it to zero is the easiest way to find the maximum:

d ln £ =  0. (4.4)
da a=a
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4.8.1.2 Errors on the ML estimators

In the limit of large N, i.e. a large number of measurements, the probability distribution 

for a is Gaussian; a consequence of the central limit theorem (CLT), described, for ex­

ample, in [126], For this to be exactly true, the second derivative (d2 ln £ /d a 2) must be 

a constant. However, a good approximation is achieved if (d2 ln £ /d a 2) only changes a 

little in the range of a in the vicinity of the true value a0. Taylor expanding I  around its 

maximum, ^max, gives:

where the 0{1‘) term is zero by Eq. (4.4). From Eq. (4.5), the log likelihood is a parabola 

whose maximum occurs at a0. Using Eq. (4.3), introducing a constant, —1 jk , for the 

second derivative, and integrating and exponentiating yields:

The likelihood function obtained from the data is Gaussian. For Gaussian C, the best 

estimate of the error is obtained from

4.8.1.3 Extended maximum likelihood

Extended maximum likelihoods (EMLs) are described in detail in [129]. EMLs differ 

from the standard MLs in that the normalisation of the PDF is allowed to vary; in the 

ML method the integrated PDF is always normalised to 1. EMLs are therefore useful for 

problems in which the number of events obtained is itself a relevant measurement. If the 

function is such that its size and shape can be independently varied, then the estimates 

given by the EML method are identical to the standard ML estimators, though care must 

be taken in the inteipretation of the errors. However, if the function does not have this 

property, then EML can give better results.

(4.5)

(4.6)

£(a0 ±  Sa0) = £max -  0.5. (4.7)
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The normalisation in EML fits is related to the event yield. A Poisson distribution with 

mean = variance = v is used to represent the event yield. The likelihood then becomes

a) = -  n  p (Xi> = tv t  n  u p (x<’ “ )•
i=1 ‘ t=l

The log likelihood is:

N

&{y\ a) = ^ l n P ( ^ ; a )  — v +  N \n v ,  (4.9)
i—1

where the N\ term has been dropped as it is independent of a. The expected number of 

events, v, is then a parameter in the fit. In a branching fraction analysis, this technique is 

particularly useful for determining the yields in different categories of events. From the 

fit, the extraction of the number of signal and background events based on suitable models 

(PDFs) of the data can be done.

4.8.2 RooFit: an interface to Minuit

Since 1975, M in u i t  [130] has become widely used as a minimisation package that 

searches parameter space to find the minimum of a given function. For the case of maxi­

mum likelihood fitting, the function to be minimised is — t  =  — In C.

The RooFit [131,132] software package provides a user-friendly interface to the ROOT 

Minuit library, and also makes use of other ROOT libraries for fitting, histogram plot­

ting, data management, etc. RooFit is capable of performing maximum likelihood and 

extended maximum likelihood fits, including handling of the normalisation. Numerous 

PDF models are provided in the tools (e.g. Gaussian, Breit-Wigner) and the user is able 

to create their own PDFs. Operations such as combining these PDFs (e.g. addition, multi­

plication, convolution) are possible and it is also possible to overlay the component PDFs 

comprising the combined PDF on the same plot. This is useful for looking at signal and 

background or DIRC PID likelihoods for example. Simultaneous fits to different samples 

with different PDFs that share some parameters can be made. In addition, the fit values
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can be extracted and used to make a graph with errors over the range of fitted slices of a 

particular quantity.

A really useful feature of R o o F it is the ease with which “toy Monte Carlo” can be 

generated for mock studies.
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(K® —> 7T+7T- ) events

5.1 Physics data and Monte Carlo samples

Only data flagged as “good-runs” in the quality assurance were used to ensure that the 

detector was fully operational and working as expected for the collections analysed. Such 

data are called “physics data” as its passing the quality assurance means it is of physics 

quality. The physics data used in this analysis are from the Run 1+2+3 data set pro­

cessed in the 12-series. These data amount to l lS .S f tr1 on-resonance and 12.1 fb-1 off- 

resonance, i.e. 125.4 ftT 1 in total [84]. In practice, these numbers were slightly smaller at 

the time of ntuple production due to a few database problems. The actual data luminosities 

analysed are given in Table 5.1.

The corresponding 12-series (SP5) Monte Carlo samples used in this analysis are listed 

in Table 5.2. For a complete set of available SP5 Monte Carlo samples see [133]. The 

SP5 e+e“ —> t +t~  events used were generated using the K K 2 f event generator [112].
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The branching fractions used by KK2 f  in SP5 production are based on PDG 2002 [39] 

averages (not fitted values) with a unitarity constraint imposed 1, and are listed explicitly 

in Table B.l in Appendix B. Using these branching fractions it is possible to calculate 

the number of signal r ± — ► K®n±ruT (K° —> 7r+7r- ) generated from the total number of 

r +r “ pairs generated (N ^n) and the PDG branching fractions 2:

=  2 x 1Vre“  x B(r* K°-k^Vt ) x B(K° =  K°) x B (ff“ -> jr+Tr)

=  2 x 156776000 x 0.90% x 50% x 68.60%

=  9.679 x 105. (5.1)

The signal branching fraction has been checked at the generator level using a sample
i 4 .of 10 M generic r +r~ decays, of which 93 decayed with each r  decaying as r  — > 

Kg'ir^T'r (Kg —► 7r+7r_) (i.e. “double K* decay”) [134], Using these data, the branching 

fraction is approximately ^/93/107 =  0,305% which is consistent with the PDG 2002 

value (Eq. (1.5)).

Physics data C ( f t r 1)
Run 1 + Run 2 (on) 
Run 1 + Run 2 (off) 

Run 3 (on)
Run 3 (off)

81.40
9.55
31.06
2.39

TOTAL 124.4

Table 5,1: Amount of 12-series on-resonance and ojf-resonance physics data 
processed to make the TauUser ntuples.

‘The unitarity constraint raises the generator value of B(r± — > K °7r±FT) slightly to 0.90%, compared 

with the PDG fitted value of B(t± + K ° n^Vr) =  (0.89 ±  0.04)%.

2For > K°'k :̂Vt ), the value input into the generator is used (Table B.l).
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Monte Carlo sample Number of events generated (j (nb) £ (fb_1)
T+ T~ 156,776,000 0.89 176.2
uds 299,501,000 2.09 143.3
cc 185,828,000 1.30 142.9

B°B° 245,532,000 0.54 454.7
B+B~ 220,494,000 0.54 408.3

Table 5.2: Generated Monte Carlo samples in SP5 (12-series) production.

5.2 Event preselection

5.2.1 TauUser preselection

This analysis uses a set of ntuples produced with TauUser V00-11-03 using re­

lease analysis-14a. The amount of physics data processed by TauUser in this 

production is shown in Table 5.1 and of Monte Carlo data in Table 5.2. The topology 

of e+e“ —> t +t "  events is characterised by a pair of back-to-back narrow jets with 

low particle multiplicity. An event is split into two hemispheres using the thrust axis 

of the event created by summing the momenta of the GoodTracksVeryLoose and 

neutrals in the event. TauUser classifies events into topologies based on the number 

of GoodTracksVeryLoose in each hemisphere, i.e. the dot product of the momen­

tum of each of the GoodTracksVeryLoose with the thrust axis is taken and which 

hemisphere the track is in depends on whether this result is positive or negative. Even 

though the event topology is defined by the number of GoodTracksVeryLoose, ad­

ditional ChargedTracks are still retained in the event even if they do not overlap the 

GoodTracksVeryLoose list (Table 4.1). Important to this analysis are the 1-1, 1-2 
and 1-3 topologies since K® events are characterised by a displaced vertex due to the 

relatively long lifetime of the K ° and so genuine K ° —>■ 7r+7r-  events can be made from 

each of those topologies so long as there are the necessary number of ChargedTracks. 
Events in which both taus decay to a K QS are removed by the topology requirements. 

Defining a “one-prong side” is necessary to tag the non-signal side of the event as a lep-
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ton, something which is done later to reduce hadronic backgrounds.

TauUser applies preselection cuts in two stages: firstly using the nano information for 

fast filtering and, secondly, using the micro information. A list of the TauUser prese­

lection can be found below:

o Pass one of the trigger flags: L30utDch or L30utEmc (nano), 

o Streaml9 tagbit set (nano), 

o Between 2 and 11 charged tracks (nano), 

o Between 2 and 9 good tracks (nano).

o Between 2 and 9 charged tracks, i.e. ChargedTracks (micro), 

o Between 2 and 8 good tracks, i.e. GoodTracksVeryLoose (micro), 

o All topologies on (micro), 

o Thrust >0.85 (micro), 

o Between 0 and 10 AWG ir° candidates (micro), 

o Between 0 and 20 piOAllLoose candidates (micro), 

o Between 0 and 20 CalorNeutrals (micro).

This preselection is intentionally very loose so that it can be used to produce ntuples 

suitable for a number of tau analyses and not just this one. One of the key features of tau 

events that this preselection exploits is the low track multiplicity of tau decays. B  decays, 

which are very common at BABAR, tend to have higher track multiplicities (> 12) and so 

can be cut away at a very early stage.
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5.2.2 Additional preselection - skim ntuple

In addition to the TauUser preselection, which acts as a wide preselection for many anal­

yses, further preselection requirements were imposed to make a skim of the TauUser 
ntuples with a view to studying the K*~ —» K®-k~ system. According to PDG 2002 [39], 

by far the two largest branching fractions of the K® are B (K ° —> 7r+7r“ ) =  (68.60 ±  

0.27)% and B(K® —> 7r°7r°) =  (31.40 ±  0.27)%. In this analysis only K ° —► 7r+7r~ 

events are reconstructed. Therefore, in order to vastly reduce the size of the data sample 

at an early stage, by reducing backgrounds whilst preserving the majority of signal events, 

the following additional preselection cuts were imposed:

o Combine 1-1, 1-2 and 1-3 topologies (based on GoodTracksVeryLoose) and 

discard the rest.

o A^h — 4, i.e. the number of charged tracks in the event from the ChargedTracks 
list is exactly 4.

o Nk o cands ̂  0, i.e. there is at least 1 candidate in the KsDefault list.

° E  Q% — 0’ i-e* *he net charge of all the charged tracks from the ChargedTracks 
list is exactly 0.

Using these additional preselection criteria on a 500,000 event sub-sample of all SP5 

generic e+e_ —> t +t~  events gives the results shown in Table 5.3. The notation r~  — ► 

where the K*~ is explicitly included, is to emphasise the fact that in the Monte 

Carlo only a resonant (in fact only the AT* (892) resonance) contribution is simulated and 

so all of the r~ —> events come from a K*~ resonance. From Table 5.3 it can be

seen that the efficiencies of these additional preselection cuts are around 50%, 50% and 

70% for the 1-1, 1-2 and 1-3 topologies respectively and, at the same time, the generic 

r  sample is reduced by approximately 95% showing a large reduction in r  backgrounds. 

Moreover, these cuts also act to reduce the non-r backgrounds which leads to a substantial 

reduction in the overall data sample size at the preselection stage.

120



Chapter 5. Selecting r  —► K ° n  v T (.K ° —>■ 7r+7r ) events

Monte Carlo truth Before After

1-1 1-2 1-3 1-1 1-2 1-3

After T a u U s e r 161958 10587 64467 1536 352 8260

r +  -> K ° X + i7t 702 267 965 125 117 613
r +  —  K ° X + V t (>  1 K °  -»  7T+7T-) 221 235 844 120 117 593
r+  -»  K°SX + V T ( >  1 K *  -► 7r°7r°) 479 44 150 6 2 40

t +  > Kg7r+iyT 363 128 468 67 64 310

T +  Kg7t^VT (K® —> 7T+7r~) 117 112 414 65 64 301

r+  K°s tt+F t  ( K °  - >  7T0 7r°) 240 15 54 2 0 9

T “  -► K°s X~U r 682 244 941 117 104 570
T ~  — K ° X ~ V T ( ^  1 - >  7T+7T-) 209 222 836 112 104 559
r -  — K g X ~ is T ( ^  IK ® - >  7T0n°) 473 26 125 8 1 26

T ~  > Kg7t~lST 333 113 487 58 49 306

T ~  I— > KgTT~UT (Kg  —> 7r+7T- ) 106 101 431 56 48 301

r -  K g 7 r ~ i/T (Kg  — 7r°7r°) 224 12 56 2 1 5

Table 5.3: Monte Carlo true decay modes using a 500,000 event sub-sample of 
generic e+e~ —> t + t ~  events before and after the additional preselection cuts 
(iVch =  4, N k o cands ^  0, J2Qi = 0). The initial number of events, i.e. those 
surviving the preselection imposed by T a u U s e r  is listed in the first row for each 
of the topologies: 1-1, 1-2 and 1-3. X  is used to represent any system of particles.
Note that the t± —► K gX ±uT breakdown into Kg —> 7r+ 7r -  and Kg —> n°n° 
can have overlapping events since the X itself can contain additional Kg particles, 
e.g. in decay modes with two Kg s. Moreover, the ultimate signal decay mode is 
highlighted in yellow.

5.3 Selection  procedure

5.3.1 —> 7r 17r reconstruction

The identification of r  decays with Kg —► n+n~ can be achieved with high efficiency 

and good mass resolution. For the t ~  —► K 0n~vT channel, 50% consists of K°L and 

50% of K%. K°l decays have a signature of a large energy deposit (cluster) in the BABAR 

IFR without an associated track pointing to the cluster. (EMC information is also used
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to calculate the fraction of neutral hadrons interacting with the Csl in the EMC before 

reaching the IFR.) Due to efficiency problems with the IFR it was decided not to use the 

K® channel. For the K® channel, there are two decay modes: K® —► 7r°7r° (B ~  32%) 

and K° —> 7r+7r~ (B ~  68%). Because of wanting the best possible K°  mass resolution, 

only the latter is considered in this analysis.

The decay K ° —> n+n~ is reconstructed using two oppositely charged tracks from the 

ChargedTracks list of all the reconstructed tracks in the event that are in the same 

hemisphere and overlap the KsDefault list. The KsDefault list contains pairs of 

oppositely charged tracks that have an invariant mass within 25 MeV/c2 of the PDG value, 

=  497.672 ±0.031 MeV/c2 [39]. This list is made by vertexing the tracks and in so 

doing a more precise value of the 7r+7r“ invariant mass is achieved than by merely adding 

the charged tracks’ 4-momenta before vertexing. Some background is also removed this 

way.

Since the momenta of the K ° daughters are changed by the fitting procedure they must 

be recalculated because, by default, the track momenta of the ChargedTracks, even 

if there is an overlap with the KsDefault list, are those that do not have any vertex 

constraint imposed. This means that whilst one benefits from the better mass resolution 

by using the fitted mass from the KsDefault list (i.e. because it was computed with 

the vertex constraint), the momenta of the daughter tracks do not correspond to the fitted 

candidates since the unfitted values are returned by default. To retrieve the corresponding 

(i.e. vertex-constrained) track momenta, the fit procedure is performed again and the refit­

ted values retained. A three-dimensional vertex fit without kinematic constraint is used to 

constrain the K® candidate’s daughters to originate from a common vertex by requiring a 

success status from the GeoKin vertex fitter [135]. As a consequence the h +tx~ invariant 

mass made my summing the refitted K J daughter momenta is identical to that obtained 

directly from the KsDefault list, as it should be.

Figure 5.1 shows the K jj mass for candidates from the KsDefault list without any
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additional selection. Clearly the K ° signal sits on a large background: the list contains a 

large number of non-fX° combinations of

80000 

_70000 

60000
4>
^  50000 

*40000
a
£30000

W20000

10000

1
'A '

0.47

Data: 3388092.00 ± 1840.68 
tV :  2123426.31 ± 1224.59 
uds: 677113.90 1 766.69 
cT: 170692.86 1 385.43 
B#B*: 1105.691 17.31 
B*B : 1131.931 18.48 
ICj X1: 308722.60 1 466.93 

JCjji^M55983.14 1 331.90

0.48 0.49 0.5 0.51 0.52

Pre-cut: K® mass [GeV/c2]

0.53

Figure 5.1: K® mass (n+n~ combinations) from the KsDefault list before 
any additional selection. Clearly the K® signal sits on a large background. The 
Monte Carlo is plotted cumulatively. K®X± and KgTT*- are components o fr+r~.

Figure 5.2 and Figure 5.3 show the distributions of a number of quantities used to select 

good K® —> 7r+7r~ candidates. To this end, the following quality cuts are applied:

o Only 1 Kg candidate in the KsDefault list.

o GeoKin vertex fitter successfully fits the K® daughters.

o A8ep < 3 mm. A8ep is the separation of the K ° daughters from each other at their 

respective points of closest approach.

°  Xprob > 5%. Xprob *s the X2 fit probability of the daughters.

3 cm. is the distance in z between the point of closest approach 

(POCA) on the collision axis to the K° trajectory POCA and the interaction point 

(IP). The resolution in 2  of the IP measurement is approximately 0.83 cm.

o d*f < 1 mm. is the radial (xy ) distance between the POCA on the collision 

axis to the K° trajectory POCA and the IP.

123



Chapter 5. Selecting r  —► K®ir uT —> 7r+7r ) events

o Lxyz > 1.5 cm. Lxyz is the 3D Kg decay length of the K J candidate defined to 

be the distance between the K J decay vertex and the K°s point of closest approach 

to the collision axis. It is turned into a signed quantity by taking the dot product 

of the decay length and K® LAB 3-momentum unit vectors. (By convention, the 

decay length vector pointing from the production point to the Kg decay point is 

positive.) The motivation for making a signed quantity is so that anything negative 

can immediately be discarded as not being from a K®; it is likely to be background 

from primary vertices and combinatorics (random-tracks).

o | c o s 0 ^ | < 0.97. cos©£ej  is the cosine of the angle of the from the decay­

ing K°s in the K® rest frame with respect to the direction of the K® in the LAB 

frame. Bhabha spikes in the data can occur when electrons are misidentified as 

pions and a pair of oppositely charged electrons are wrongly made into a K ° can­

didate under the default pion mass hypothesis. These spikes are clearly visible in 

the | cos 0JO| |  ^  0.97 region. Similar spikes are observed, to a lesser extent, in the 

r  Monte Carlo sample due to conversions. For | cos 0 ^ |  >  0.8 there is an excess 

of real data over simulated data due to A (uds) decays in the data that do not ex­

hibit the same helicity behaviour as their simulated counterparts. In particular, the 

decay A  —> pn~ can be mistakenly reconstructed as a K j) by misidentifying a pro­

ton as a pion. This decay mode has the largest branching fraction of all A decays: 

B(A  —> pn~) = (63.9 ±  0.5)% [39]. Removing the A events this way is quite 

expensive; there is approximately a 20% net loss of K® in so doing. Later in this 

analysis a lepton tag is imposed on the one-prong side of the event which drastically 

cuts the amount of uds background and so a cut of | cos0£e| |  < 0.8 is no longer 

necessary; | cos 0£* | < 0.97 is chosen to remove Bhabhas (photon conversions).

At the time of production, no radiative Bhabha events were available in SP5. Radiative 

Bhabha events account to a large extent for the excess in data over the cumulative Monte 

Carlo samples in the sidebands of the K ° mass window in Figure 5.1. When this was 

studied with Release-10 data and SP4 Monte Carlo, no radiative Bhabha events survived
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Figure 5.2: K® selection cut variables. The distributions of the cut variables are 
shown on a log scale (left) with a zoomed-in view around the cut region (right).
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Figure 5.3: Kg selection cut variables. The distributions of the Xpr0b arû
cos 0 £el cut variables shown on a linear scale.

this selection. Whilst this is still expected to be true, this should be checked again for the 

Release-12 data used here once the SP5 radiative Bhabha Monte Carlo becomes available.

5.3.2 Lepton tagged samples

Genuine Kg are ubiquitous and exist in a number of decay modes reconstructed at BABAR. 

More must be done to select —> K®X±vT events and reduce backgrounds from gen­

uine decays from non-r decay modes. A particular source of non-r decays including 

Kg s is observed in the qq Monte Carlo, i.e. from hadronic decays. In order to reduce 

qq background, tagging on the one-prong (i.e. non-signal) side of the event can be im­

plemented. In this analysis two samples are created using lepton tags. The first sample 

uses the e M i c r o T i g h t  selector to tag the one-prong side as an electron and the second 

sample uses the m u M i c r o T ig h t  selector to tag the one-prong side as a muon. Since 

these samples are mutually exclusive, a combined sample is made by simply adding these 

two together. However, it is important to have information about the two tagged sam­

ples individually due to differences in the efficiencies of the selectors which is important, 

for example, for branching fraction calculations. The selector efficiency differences are 

discussed in Section 5.6.2.
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5.3.3 Identifying the bachelor pion

The bachelor charged track is associated with the K ° by invoking an algorithm to match 

a helix to a line resulting in the distance of closest approach of the charged track (helix 

trajectory) to the K® (line). The momenta are recomputed at the point of closest approach 

and the 4-momenta of the K ° and charged track are summed, with a pion mass hypothesis 

used for the charged track. After this, the piLHVeryTight selector is applied to the 

bachelor charged track to identify it as a pion. This drastically reduces the r~ —> K ~K °ur 

background.

5.3.4 Veto 7r° s

Two neutral energy cuts are used to reduce the background from events containing unre­

constructed 7T° S. The first is a looser cut on the whole event neutral energy: any event 

with ^  1 GeV is rejected. The second cut is tighter; attempting to constrain the neutral en­

ergy associated with the signal candidate decay mode. For each neutral candidate whose 

momentum is within 90° of the composite (K*) candidate momentum, the neutral 

candidate momentum 4-vector is added together. This quantity is called the “K *-side 

neutral energy”, and is required to be less than 250 MeV. Even with this cut, there are 

still around 5% of selected events that have at least one entry in the piOAllLoose list 

(i.e. at least one 7r° candidate), which is made from pairs of neutral candidates. Almost all 

of this 5% are signal events and so should not be cut away. (A cut of zero 7r° candidates 

in the piOAllLoose list instead of this neutral cut gives a smaller value of efficiency 

times purity and so the neutral cut is made in preference: it is a better trade-off between 

efficiency and purity.)

The distributions of the event neutral energy and K *-side neutral energy before selection 

cuts are shown in Figure 5.4.
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Cut variable: Event neutral energy [GeV] Cut variable: Event neutral energy (GeV] (zoom)

Cut variable: K  ’ -side neutral energy (GeV] Cut variable: K "-side neutral energy [GeV] (zoom)

Figure 5.4: Neutral energy cut variables. Neutral energy in the whole event is 
shown on the top and K*-side neutral energy on the bottom. The right hand plots 
show a zoomed-in view around the cut region of the corresponding plot on its 
immediate left. (The bin at -1 in the K*-side neutral energy plot is filled when the 
bachelor track is not associated to the K®, i.e. there is no K*-side so to speak.)
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5.4 Signal efficiency

The signal is defined as r  —* K°ir vT (/<"” —> 7r+7r ). The overall signal efficiency of 

the selected sample is given by:
7VBel

e-. =  T # .  (5-2)
 ̂sig

where A^“n is the number of signal events generated and jyjj is the unweighted number 

of signal events selected, i.e. without luminosity scaling and data/MC efficiency correc­

tions. The values of obtained are 23,153, 15,285 and 38,438 for the e-tag, ji-tag 

and combined samples respectively. The statistical uncertainty associated with the signal 

efficiency, as predicted by the Monte Carlo, is given by:

/  /yaol M e a l

<T' = \ 7 BiE Si- N3- (5.3)

In Eq. (5.3), and are the numbers of signal events selected and not selected 

respectively after the selection procedure has been applied (but no luminosity scaling 

nor efficiency correction) 3. The signal efficiencies for the selected samples are given in 

Table 5.4.

Sample £sig [% ]

e-tag

p-tag
Combined

2.392 ±  0.016 

1.579 ± 0 .0 1 3  

3.971 ±  0.020

Table 5.4: Efficiencies (eBis) of selecting r ”  —> K® 7v~ur (K® —> 7r+7r~) events 
in the e-tag, (i-tag and combined (e-tag+p-tag) samples after selection and PID- 
weighting.

Table 5.5 shows a breakdown of the number of events surviving each of the selection cuts. 

In addition to these cuts there is the rjP1D < 10% requirement described in Section 5.7.3 

that leads to the final efficiency quoted in Table 5.4.

■niHIHHIfll mm IIBUI I ll I. jgXHW#.WlMlgfcgglMIWLl1 lUflWfrlWfHfii W ^B—M P P M — I—

3 jy so l —  J \ T gen _  J \ T Bel 
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5.5 r  backgrounds

Figure 5.5 shows the decay modes of the selected events from the Monte Carlo truth infor­

mation. The fully inclusive t + t ~  (blue) number represents all the r  decay modes selected 

from everything generated. These modes correspond to those in Table B.l. K°SX ± (red) 

represents a semi-inclusive number: all r  decay modes containing at least one K QS and 

anything else. As almost all of the fully inclusive t + t ~  (blue) are covered by the K°SX ± 

(red) events, it shows that most of the remaining backgrounds are from r  decays including 

at least one K J. This means that the K°s selection procedure is working extremely well. 

Finally, the signal t*  — > K ^ ^ V r  (K° —> 7r+7r ) decay mode (yellow) is shown as part 

(very nearly all) of mode 7.

Because some of the background decay modes have large uncertainties associated with 

them, the individual amounts of each background as a contribution to the total t+t ~ 

number are used to estimate the systematic uncertainty associated with the r  backgrounds. 

This is discussed in Section 5.7.6.
^K T*n I43I4J4 t 47.42 
UK : I444S.M 1 *7.4

47.14
KK Kj X'i 14.714.22 t 44.4.7 
!"■’ K1, 17*1 12454.06 ± 40.40

12000 12000

10000 10000

8000 a  8000

U 6000 w 6000

4000 4000

2000 2000

M C  true decay mode: r M C true decay mode: t*

Figure 5.5: t ~ (left) and t + (right) decay mode contributions from the Monte 
Carlo truth. Each bin represents a particular decay mode (Table B.l). The 
largest background contributions are from r~ —> K°n~ K°ist (mode 15), t~  —► 
n~K°n°uT (mode 19) and t ~  —> K~K °v T (mode 22). The signal, that com­
prises part of mode 7, is also shown (yellow).
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5.6 Efficiency corrections

Since imperfect detector simulation may mean that the reconstruction/selection efficien­

cies differ between real data and Monte Carlo data, some efficiency corrections are applied 

to the Monte Carlo data.

5.6.1 K ° efficiency correction

For Run 1+2 in Release-10 and SP4 Monte Carlo, the “K® Efficiency Task Force” have 

produced tables binned in (LAB) transverse momentum (p t ), polar angle (6) and Lxy 

(actually called dr in the tables), where Lxy is the 2-dimensional (xy) decay length of the 

K for various K® selection criteria and drift chamber voltages [136]. It is possible to 

read in the efficiencies and uncertainties from the appropriate tables and weight each 

selected K ° by the corresponding data/MC correction. However, tables have not yet 

been produced for Release-12 data and SP5 Monte Carlo, so here we use a weighted- 

average from the “K® Efficiency Task Force” for the Release-10 data and SP4 MC. They 

suggest a global correction (weight) of 0.98 ±  0.03 be applied to the Monte Carlo data 

[136]. This procedure could be refined once the new tables are produced by doing a 

bin-by-bin weighting of the selected s using the tables. So doing should reduce the 

conservative systematic uncertainty adopted from the current approach. The discussion 

of the systematic is deferred to Section 5.7.2.

5.6.2 PID-weighting Monte Carlo

The selector performance differs between real data and Monte Carlo data and so efficiency 

corrections to correct the Monte Carlo data to the real data are applied. One approach to 

making these corrections is to use the PID-killing module [108], which uses efficiency 

tables (“PID tables”) for each selector, that can be run before the user’s analysis module.
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Afterwards, the analyst has a pre-PID-killed Monte Carlo data set to work with. An 

alternative approach is to read in the PID tables directly and devise weights with which 

the Monte Carlo can be reweighted in order to produce any necessary correction. It is this 

latter approach that is used here.

The PID selectors used in this analysis are the eMicroTight, muMicroTight and 

piLHVeryTight selectors, described in Section 4.3.4. PID contributes to the system­

atic uncertainties associated with the branching fraction measurement B (t ~ —* K 07r~uT). 

Lepton selectors are used to tag the non-signal side of the event since a lepton signature is 

a means of reducing hadronic backgrounds. Hadron selectors are used on the signal side 

of the event to identify the t ~ —*■ (hadrons)'~vT final state of interest.

The performances of the eMicroTight, muMicroTight and piLHVeryTight se­

lectors are summarised in Table 5.6 and a brief description is in the following sections. 

A more detailed version can be found in [137] which supports the B (t~  —> {K,k)~ut ) 

document [138]. Since the PID tables have finite binning in p, 9 and 0 4, there are implicit 

cuts applied in the reweighting procedure. For example, if the efficiency correction of a 

track is sought from an unavailable PID table bin, the event is rejected: no reliable PID 

information is available for the track. Later, in Section 6.1 (Figure 6.1 and Figure 6.2), 

there is an illustration of this point.

5.6.2.1 eMicroTight performance

A like-for-like comparison of Release-12 real data and SP5 simulated data is presented. 

Like-for-like means that the same BetaPidCalib selector is used to produce both the real 

data and simulated data ntuples from which the PID tables are generated. For electrons, 

the BetaPidCalib radiative Bhabha (ee7 ) selector is used. The efficiencies and relative 

efficiencies of the eMicroTight selector to select e~ and e+ tracks as a function of 

LAB momentum (p) are shown, averaged over the whole period 2000-3, in Figure 5.6.

4In practice the PID tables cover all 0.
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Selector Selected particle Data compared Year(s) (^ d a ta /^ M c ) [% ]

eMicroTight e~ Release-12/SP5 2000-3 98.683 ±  0.009

eMicroTight e+ Release- 12/SP5 2000-3 98.897 ±  0.012

muMicroTight Release-12/S P5 2000-3 87.765 ±  0.098

muMicroTight P+ Release-12/SP5 2000-3 87.949 ±  0.094

piLHVeryTight 7r“ Release-10/SP4 2001 98.577 ± 0 .1 6 7

piLHVeryTight 7T+ Release-10/SP4 2001 98.325 ±  0.162

Table 5.6: Mean relative efficiencies of real data/simulated data ({s^^je^c))  
for the selectors used in this analysis. The real data are denoted by "Release- 

x  ”  and the Monte Carlo simulated data by “SPx The mean relative efficiency 
corresponds to an average efficiency correction ( “PID-weight”) that is applied 
to the Monte Carlo in order that the selector performs similarly to how it does 
for real data. (In practice, this weight is not applied globally but individually for 
each track.)

5.6.2.2 muMicroTight performance

A like-for-like comparison of Release-12 real data and SP5 simulated data is presented. 

For muons, the BetaPidCalib pp'y selector is used. The efficiencies and relative efficien­

cies of the m u M i c r o T ig h t  selector to select p r  and tracks as a function of LAB 

momentum (p) are shown, averaged over the whole period 2000-3, in Figure 5.7.

5.6.2.3 piLHVeryTight performance

For pions, the BetaPidCalib D* selector is used to make like-for-like comparisons be­

tween real data and simulated data. As yet there are no SP5 simulated data tables. In fact, 

the only simulated table available for pions selected with the BetaPidCalib D* selector 

uses SP4 Monte Carlo with 2001 conditions. To get the relative efficiencies as a function 

of p, this table is compared with the Release-10 real data tables for 2001.

The efficiencies and relative efficiencies of the p i L H V e r y T i g h t  selector to select tt~ 

tracks as a function of p  are shown in Figure 5.8. Release-10 real data and SP4 Monte
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Figure 5.6: Efficiencies (left) and relative efficiencies (right) o f e~ selection 
(top) and of e+ selection (bottom) as a function of LAB momentum (p) for the 
e M ic r o T ig h t  selector operating on a sample of Release-12 data and SP5 
Monte Carlo selected by the BetaPidCalib ee'y selector.

Carlo is primarily compared in the absence of SP5 Monte Carlo tables. However, super­

imposing the Release-12 real data, it can be seen that the selector performance is stable 

between the two releases. We expect that the SP5 Monte Carlo tables will show a similar 

stability of the piLHVeryTight efficiency, or even improvement due to “fine-tuning” 

of the simulation, between releases.

5.6.3 Average efficiency correction

The total data/MC efficiency correction, £corr, is made by combining the K°s and PID 

efficiency corrections. £corr is used to weight the MC and the distribution is shown in
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Figure 5.7: Efficiencies (left) and relative efficiencies (right) of selection 
(top) and of p+ selection (bottom) as a function of LAB momentum (p) for the 
eMicroTight selector operating on a sample of Release-12 data and SP5 
Monte Carlo selected by the BetaPidCalib pp7 selector.

Figure 5.9 for the e-tag, p -tag and combined samples. The respective average values 

obtained are 96.2%, 86.6% and 92.4% for each of those samples.

5.7 Systematic uncertainties

Multiplicative uncertainties affect how the observed signal yields are translated into branch­

ing fraction measurements. Table 5.8 lists the multiplicative systematic uncertainties con­

sidered in this analysis and the sources of these systematics are described below.

BABAR has a number of working groups established in order to evaluate common sys-
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Figure 5.8: Efficiencies (left) and relative efficiencies (right) of n~ selection 
(top) and of n+ selection (bottom) as a function of LAB momentum (p) for the 
e M ic r o T ig h t  selector operating on a sample of Release-10 data and SP4 
Monte Carlo selected by the BetaPidCalib D* selector. The Release-12 data is 
also overlayed in the efficiency plot.

tematics for analyses. In assessing the various systematic uncertainties we have made 

use of the results of a number of independent studies by fellow members of the BABAR 

collaboration. These include the “Tracking Efficiency Task Force” [139] and the Ef­

ficiency Task Force” [136,140]. Since the 12-series data and SP5 MC has only recently 

become available, these studies are based on Release-10 data and SP4 MC. However, 

we expect uncertainties assigned in these documents to give a conservative estimate of 

the Run 1+2 Release-12 data and SP5 MC values; validation work already indicates that 

the efficiencies have improved over the corresponding Release-10 data and SP4 MC. For 

Run 3, some of the uncertainties have increased and we attribute this to different detector 

conditions. Where appropriate, we estimate the combined Run 1+2+3 uncertainty as a
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Figure 5.9: Efficiency corrections (ecorr) used to weight the Monte Carlo so that 
the efficiencies are comparable to the real data.

luminosity weighted mean of the Run 1+2 and Run 3 uncertainty values.

In this section we make use of a thorough systematic study done for a 5-physics analysis 

involving K° s [141]. That analysis shares some common systematics with this analysis 

and the advantage of using their results (where possible) is that they use some updated 

numbers for Run 3 Release-12 data and SP5 systematics. Moreover, that analysis is ma­

ture: it has been through collaboration-wide review and is in PRL [142]. For some other 

systematics, we appeal to a recent analysis from the Tau/QED AWG itself which has been 

through collaboration-wide review and submitted to PRL [143]. There are also some 

systematics evaluated especially for this analysis.
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5.7.1 Tracking efficiency

The signal efficiency estimate is susceptible to bias caused by physics data and MC sim­

ulation discrepancies. For C h a rg e d T ra c k s  originating within 1.5 cm in xy  from the 

beam spot, the relative track reconstruction efficiency for Release-10 data/SP4 MC is 

1.000 ±  0.005 [139]. In other words, they found that the data/MC agreement is good 

to ±0.5% per track for low multiplicity events. We use this number as a conservative 

estimate of the ratio of tracking efficiency uncertainties between Run 1+2 Release-12 

data and SP5 MC. For Run 3, Release-12 data vs SP5 MC comparisons by the “Track­

ing Efficiency Task Force” indicate the uncertainty may be twice that; the mean relative 

uncertainty of the data/MC track efficiency ratio for Run 1+2+3 is therefore estimated to 

be a luminosity weighted mean of ±0.7% per track [141]. In the case of r~ —> Kg7r~i/T 

decays, this corresponds to a correlated uncertainty of ±1.4% (0.9932 ~  0.986) on the 

relative efficiency of the event (excluding the K ° daughter tracks: the K® efficiency is 

considered separately and already includes a tracking uncertainty).

5.7.2 K ° —► 7r+7r~ reconstruction efficiency

Since the majority of Kg s decay beyond 1.5 cm, and the K ° daughters do not necessarily 

extrapolate to the interaction point, it is expected that the data/MC tracking efficiency ratio 

uncertainty is different to the ±0.7% per track. For Release-10 data and SP4 MC, the un­

certainty in the GoodTracksVeryLoose and ChargedTracks relative (data/MC) 

tracking efficiency for hadron tracks, including daughter pions from K ® s, is a correlated 

uncertainty of ±1.3% per JT® daughter track, leading to ±2.6% per K QS [136]. The uncer­

tainty in the efficiency of K° identification is a function of flight distance and momentum, 

after applying the efficiency corrections. This is obtained from the maximum varia­

tion of mean efficiency upon applying alternative parameterizations/cut values for the K QS 

efficiency computation [140]; for Release-10 Run 1+2 data and SP4 MC, the “K® Effi­

ciency Task Force” evaluate this uncertainty as ±3% [136]. We use these numbers as a

139



Chapter 5. Selecting r  ut (K® —► 7r+7r ) events

conservative estimate of the corresponding Run 1+2 Release-12 data and SP5 MC un­

certainty. For Run 3, data vs SP5 comparisons by the “Tracking Efficiency Task Force” 

indicate the uncertainty may be twice those; the mean relative track efficiency uncertainty 

for Run 1+2+3 is therefore estimated to be a luminosity weighted mean of ±1.6% per K ° 

daughter track, leading to ±3.8% per K ° [141].

5.7.3 PID selectors

The efficiency correction (data/MC relative efficiency) and corresponding uncertainty is 

calculated for each track by doing a bin-by-bin comparison with the PID efficiency cor­

rection tables for the selectors used. For example, for an e-tag signal event two selec­

tors are used: eMicroTight and piLHVeryTight. On the tag-side of the event the 

eMicroTight selector is used, so that track’s LAB 3-momentum (p) is passed to a func­

tion which returns the relative (data/MC) efficiency and uncertainty in the corresponding 

eMicroTight correction table bin. Likewise, the bachelor track on the signal side of the 

event is compared to the corresponding piLHVeryTight data/MC PID table bin. 7jPID, 
is defined as the total quadrature combination of the relative uncertainties of each track’s 

efficiency correction used to reconstruct the signal event. In the above example that is the 

quadrature sum of the eMicroTight data/MC efficiency correction relative uncertainty 

plus the piLHVeryTight data/MC efficiency correction relative uncertainty.

Figure 5.10 shows rjPID for the e-tag, //-tag and combined (e-tag+/z-tag) samples. A cut 

(V p w  < 10%) was used in the PID-weighting scheme to ensure that this systematic is 

not biased by outliers and, moreover, that the PID obtained is reliable (well measured). 

The total PED systematic attributed for each of the e-tag, ju-tag and combined samples is 

1.34%, 5.36% and 2,94% respectively.
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Figure 5.10: r/PID for the e-tag, 11-tag and combined samples. The mean value 
is used as the systematic uncertainty attributed to PID.

5.7.4 Luminosity and r +r “ cross-section

The relative uncertainty associated with the t +t~  pair production cross-section is 2.2% 

and is correlated with the luminosity determination relative uncertainty of 1.2%. This 

correlation arises since the luminosity is determined from e+ e“  —> p +p~ data which as­

sumes a known production cross-section for this process. This cross-section is calculated 

using KK2 f , which is the same tool used for determining the e+ e~ —► t +t~  cross-section, 

and so the uncertainties in the two cross-sections are highly correlated. Accounting for 

the correlation, a value of 2.3% is adopted [143].
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5.7.5 Monte Carlo statistics

The uncertainty due to Monte Carlo statistics is calculated by dividing Eq. (5.3) by 

Eq. (5.2). Using the values from Table 5.4 this is computed as 0.67% for the e-tag, 0.82% 

for the /i-tag and 0.50% for the combined (e-tag+/i-tag) samples respectively.

5.7.6 r  backgrounds

In the selected sample there are a number of backgrounds from non-signal r  decay modes. 

The largest contributions are from r~  —> K®it~ K qvt (mode 15) and r~  —> ir~K°ir°vT 

(mode 19), which have branching ratios input into the generator equivalent to the values in 

Table B.l. Because these modes are not fully reconstructed by the analysis procedure, the 

non-signal r  backgrounds tend to be concentrated towards lower mass (< 0.8 GeV/c2). 

Since these modes have not yet been precisely measured, the branching ratio used as 

input to the Monte Carlo comes with a significant uncertainty. This uncertainty feeds 

into the total systematic uncertainty of this analysis. In order to evaluate this systematic, 

a weighted-sum of the r  backgrounds is constructed using the Monte Carlo truth for 

r  Monte Carlo passing the selection criteria and the uncertainties for each background 

mode taken from the PDG 2002 [39]. The overall estimated uncertainty due to the r  

backgrounds is given by:

where is the weight of background mode i, that is the fraction of events of type mode 

i in the total number of r  events. DG is the branching ratio and <rfDG is the uncertainty 

of decay mode i from PDG 2002. Table 5.7 shows the weights and uncertainties of the r  

background modes remaining in the selected sample. The resulting systematic uncertainty 

(Ar-bkg) attributed to the r  background modes is estimated as 1.4% and is consistent 

between each of the tagged samples.

(5.4)
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Mode Decay channel

CO1o'S' _ ■ _ 
SPDG 1%1

2 r ~  —> p^V^Vr 0.016 0.35
3 1 1 1 0.263 0.99

4 £o1T1t- 0.064 0.55
5 r “  —> a fvT 2.689 1.05

6 T ~  —> K~ VT 0.043 3.35
7 t ~  —¥ K*~vr (non-sig) 0.213 8.04

8 T ~  —> 27r~7r°7r+ ^T 0.436 2.29
14 1 1 1 1 + 0.080 11.88
15 T ~  —> K°7Y~ K°Vr 75.591 18.24
16 T ~  —> K ~ K 0TT01/t 0.880 12.90

18 T ~  K~’7T~'K+Ut 0.041 15.15

19 t ~  —► 7r_i^°7r0i/r 36.739 10.81

22 r~ K~K°ur 5.324 10.39

Table 5.7: r background uncertainties from PDG 2002 and their weights in the 
selected sample. (Note that these numbers correspond to pre-weighted (luminosity 
and PID) events.)

5.7.7 Systematics summary

The total multiplicative systematic uncertainty is the quadrature sum of the individual 

sources described above and summarised in Table 5.8. The total systematic uncertain­

ties for the e-tag, ££-tag and combined (e-tag+/x-tag) samples are 5.1%, 7.3% and 5.7% 

respectively.
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Systematic e-tag li-tag Combined
Trk eff. ±1.4 ±1.4 ±1.4
K QS eff. ±3.8 ±3.8 ±3.8

PID ±1.34 ±5.36 ±2.94
C /a T ±2.3 ±2.3 ±2.3

MC statistics ±0.67 ±0.82 ±0.50
r  backgrounds ±1.4 ±1.4 ±1.4
TOTAL [%] ±5.1 ±7.3 ±5.7

Table 5.8: The sources of multiplicative systematic uncertainty considered for 
t ~  —> Kg7r~uT decays.
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6.1 Reconstructed and identified tracks

6.1.1 Lepton (one-prong) tagged track

The Monte Carlo has been scaled to the data using the appropriate luminosities and the 

efficiency corrections described in Section 5.6 have been applied. To ensure that the effi­

ciency corrections are behaving sensibly, Figure 6.1 shows the p, 9 and <f> distributions for 

the electron track selected with the eMicroTight selector and the muon track with the 

muMicroTight selector. Within the systematic uncertainties summarised in Table 5.8, 

the real and simulated data agree well.

6.1.2 Pion (bachelor) identified track

Figure 6.2 shows the p, 9 and 4> distributions for the bachelor track identified as a pion with 

the piLHVeryTight selector. Again, within the systematic uncertainties summarised
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Figure 6.1: One-prong (tag-side) particle kinematic distributions fo r  electron 

tagged events using the eMicroTight selector (left) muon tagged events using 

the muMicroTight selector (right).
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in Table 5.8, the real and simulated data agree well.
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Figure 6.2: Bachelor particle kinematic distributions for the signal-side track 
associated with the K® and identified as a pion with the piLHVeryTight se­
lector. The sharp cuts in the 9 distribution correspond to the ends of the PID table 
bins at 20.05° and 146.10°.

6.2 Selected  K ° properties

6.2.1 K °smass

Figure 6.3 shows the mass distribution of the selected events. The purity of the K ° se­

lection from t decays is 99.6%. An unbinned extended maximum likelihood fit to the K QS 

mass in data is performed using a double Gaussian probability density function (PDF) for 

the K° signal, allowing the means and widths of the Gaussians to float, and a Chebychev
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PDF for any accidental background (from Figure 6.3, any accidental background is all 

but non-existent). Both of these functions are defined in the RooFit [131,132] package 

described in Section 4.8.2. A Chebychev function is used for the non-K® background 

because it has better orthogonality and convergence properties than “ordinary” polyno­

mials 1 [126]. Figure 6.4 shows the result of the fit to the real data. The fitted mass is 

higher than the PDG value, m pK| G — 497.672 ±  0.031 MeV/c2 [39], by approximately 4a. 

This seems to be a consistent feature of BABAR analyses of the K®. The mass of the K® 

from the Monte Carlo data is slightly higher still. Neither of these discrepancies are fully 

understood, but they do not affect this analysis.

6.2.2 K® momentum and angular distributions

Figure 6.5 shows the (LAB) transverse momentum (pr), polar angle (9) and 2D flight 

length (Lxy) of the selected K QS. The K® efficiency correction tables are binned in these 

quantities, as described in Section 5.6.1. The real and simulated data agree well even 

though a global correction, rather than a bin-by-bin weighting, has been used.

Since the K% is a pseudoscalar (J p =  0_) it should have no angular dependence exhibited 

in a distribution of the helicity cosine, cos © . Because of detector acceptance this

distribution is not flat, as shown in Figure 6.6. Since cos 0£ej  should (theoretically) be 

flat, it was hoped to use the cos 0£ej  plot as a diagnostic tool during selection to check 

that the selected K jj were not being angularly biased by the selection procedure. This 

is important so that the simulation does not have to work so hard to get a good match 

with real data, which could lead to problems later in the K tt s-wave search. Instead, 

because in practice cos 0J* is not flat, the dihedral angle (<f>D) is used as a diagnostic tool. 

The dihedral angle is defined as the angle between the normal to the plane identified by 

the bachelor ir and K® momenta and the normal to the plane identified by the K® decay 

products’ momenta. It is expected that this </>D distribution should be flat. Figure 6.6 also

1A linear polynomial could be chosen for the background PDF. Since in this case the backgrounds are 
so small this distinction is insignificant.
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Figure 6.3: Reconstructed K® mass after selection and efficiency corrections.
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FIT RESULTS

width2 = 0.00216 ± 0.00004 GeV/c 

width1 = 0.0050 ± 0.0002 GeV/c 2 

nSig2 = 19991 ± 577 

nSigl = 6940 ± 529 

nBkg = 551 ± 58

mean2 = 0.49792 ± 0.00002 GeV/c : 

m eanl = 0.49759 ± 0.00008 GeV/c :

0.495 0.5 0.505
K® mass [GeV/c2]

0.S1S 0.52

Figure 6.4: Fit to the reconstructed K® mass in real data. Double Gaussian 
signal PDF and Chebychev background PDF. The Chebychev component is shown 
as the red dashed line.
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Figure 6.5: pr, 0 and 2D decay length (Lxy) of selected K® particles. The 
quantities are in the LAB system.
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shows the distribution of 0D for the selected K® particles, which is flat within the expected 

uncertainties.
• Itota: 27187.M ± ItaM

■ tVi 2*214.75 i 13*11
■ u*m 137.79 ± 11.91
n cF: 99.49 ± 8.5*
n S'S1! 2*7 1 9.87
■ B’B : 8.29 ±8.29

K|x : 28193*7 ± 133*4
K; n . 24492.47 ± 124.80

-  1200

-1 -0.8 -0.6 -0.4 -0.2 -0 0.2 0.4 0.6 0.8

Kj: cos 0^

(tatai 27227.991 ItfJI 
tVl 2*199.28 t 134.17 
u4ai I Mil I 1 11.11 
rfi «J4 i U 1 
B*!1! 2J7tM7 
I’l l 1J9 1 1.29 
K| X'i 28887.24 1 135*4

a  400

W 300

0 20 40 60 80 100 120 140 160 180

Figure 6.6: K® helicity cosine, cos ©£ei » (left) and dihedral angle, (j>D, (right).

6.2.3 jRT® decay distributions

Figure 6.7 shows the 3D decay length (Lxyz) and proper decay time (in PDG KJ mean 

lifetime units) distributions for the selected KJ candidates. There is a very good match 

between real data and Monte Carlo data over the range of the plots. Since proper decay 

time is in K QS lifetime units, its slope should (on average) be -1. It is. However, just 

using 1-3 events 2 as defined by T a u U s e r  (i.e. based on G o o d T r a c k s V e r y L o o s e )  

can significantly alter the slope: the K J selection is therefore biased and so should be 

avoided.

2Just using 1-3 events, for instance, preferentially selects K® candidates with a shorter decay length 
(and therefore shorter proper decay time) because of the DOCA requirements demanded on all three tracks 
(G oodT racksV eryL oose) on the signal side. Particularly interesting was using 1-1 and 1-3 events, i.e. 
missing out 1-2 events, which puts a dip at around 1.5—2.0 cm in the plot of proper decay time.
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• Data: 27727.00 ± 166.31
H I t V i  2*743.84 t  137.36
m uds: 1*0.68 ± 11.13
L J cf: 61.30 ± H.*2
n I***1: 2.87 ± 6.87
■ B B :  0.26 t  0.26
r s K jX  : 28*26.2* ± 137.16

K* n ’i 24637.361 127.65

• Data: 27763.661 166.71
■ TV : 28763.52 1 137.50
B uds: 166.64 1 11.13
[■3 c?: 61.36 1 H.62
PS B 'i1! t§ 7  1 6.87
■ B*B : 6.26 1 6^6

s
Kg X!: 28673.65 1 137.21 
K . k’i 24686.341 128.66

2  10

10 15 20 25 30 35 40 45

K j  decay length, L  [cm] K * proper decay time [< t> ^ x i]

Figure 6.7: K g 3D decay length, L xyz, (left) and proper decay time in K g mean 

lifetime units (right) fo r  the selected K g  s. On average, the slope o f the proper 

decay time distribution is -1.

6.3 B ( t ~-» ■  t ~ u t )

6(r~  —> K°7t~i>t ) can be computed by replacing 3 the r~ — > K°sti~ut (Kg —► 7r+7r_) 

signal efficiency , e8ig, with the r -  —> K 0tt~i/t signal efficiency, e 'ig. The redefined signal 

efficiency is therefore given by:

4  =  e -  x B(K° = K °sx tt+tt"), (6.1)

where the values of e8ig are taken from Table 5.4 and the relative uncertainty associated 

with e 'ig is identical to that associated with e8ig. The motivation for doing this at this stage 

is that measurements of B(t ~ —► K°n~iyT) appear explicitly in the PDG review [39] and 

so quoting this number allows an easier comparison with other experiments to be made. 

The resulting efficiency (e'.g) values are 0.820%, 0.542% and 1.362% for the e-tag, /x-tag 

and combined samples respectively.

The branching ratio B(t —> K°n vT) is given by

B (t  —► K°n v t ) =
b k g

2Nr
(6 .2)

3This effectively reverses what was done in Eq. (5.1) which was adopted since r  —♦ K ° tt vt (K° —► 
7T+7T- ) decays are actually reconstructed in this analysis.

153



Chapter 6. Studies of r  —» K®7r i/t decay

where NTT is the number of t + t ~  pairs expected in the data, iVdata is the number of 

selected events in real data, 7Vbkg is the number of selected events in the background 

Monte Carlo. The number of r +r "  pairs expected in the data is

N tt = aTCdata =  110,683,856, (6.3)

and is subject to correlated uncertainties in the cross-section and luminosity as discussed 

in Section 5.7.4. Table 6.1 shows the numbers of real data and Monte Carlo data that are 

used in Eq. (6.2) to calculate B{r~ —> K °7r~i/r ). The signal number corresponds to the 

decay r*  — > K ^ ^ V r  followed by K J —> ix+rK~ and is a component of the inclusive

r + r “  number.

Data e-tag M-tag Combined
Real 17616.00 ±  132.73 10248.00 ±  101.23 27864.00 ±  166.93
T+T~

uds

cc

B°B°
B +B~

18139.83 ± 111.08 
51.70 ±6.57 
61.20 ±7.17 
2.61 ± 0.83 
0.29 ±  0.29

10759.05 ±  81.47 
110.05 ±  9.02 
30.10 ±4.79 
0.26 ± 0.26

28898.88 ±  137.75 

161.75 ± 11.16 
91.30 ±8.62 
2.87 ± 0.87 
0.29 ± 0.29

Signal 15721.61 ±  103.40 9348.54 ± 75.94 25070.15 ±  128.29

Table 6.1: Numbers of real and Monte Carlo data events remaining in the se­
lected samples. The signal number is ^—> followed by K® —> 7r+7r~
and is a component of the inclusive r +r~ number.

The resulting branching ratios obtained are shown in Table 6.2 for the e-tag, ju-tag and 

combined samples. The systematic uncertainties quoted correspond to the total reached in 

Table 5.8. Since the systematic uncertainty associated with muon selection is so large, the 

benefit in statistics achieved by combining the e-tag and ju-tag samples is out-weighed by 

the worsening of the systematic uncertainty. Therefore, the best measurement of B(r~  —> 

K qix~ v t ) made here comes solely from the e-tag sample. Figure 6.8 shows how our best 

measurement of B(r~ —> K°7r~uT) compares with the current world average from PDG 

2002 [39]. Our preliminary result is the world’s most precise measurement of B(r~  —> 

K°7r~vT) to date.
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Sample 3 (t~ K°n~uT) [%]

e-tag 

p -tag 

Combined

0.830 ±  0.005 (s ta t) ±  0.042 (syst) 

0.725 ±  0.007 (s ta t) dh 0.053 (syst) 

0.789 ±  0.005 (s ta t) ±  0.045 (syst)

Table 6.2: B(t —► K°n vT) measured in this analysis. The highlighted row 
gives our most precise measurement.

HARAK 04 (prelim ) 

(Kg mode)

O PAL 00 

(K° mode)

ALEPH 99 

(K* mode)

ALEPH 98 

(K° mode)

(L E O  96 

(K° mode)

LA 95 

(K° mode)

p d g  2002

i ■ . i i J  I I I I L

0.6 0.8 1 1.2 1.4
B ( T - - > " K ° 7 l ' V I ) [%]

Figure 6.8: World measurements of B(t~ —> K°n~uT). This analysis pro­
vides the world’s most precise measurement to date: 3 (t ~ —> K°n~oT) = 
(0.830 ±  0.005 (s ta t) ±  0.042 (sys t)) %.

6.4 r  —>• v tinvariant mass spectra

6.4.1 K n  mass distribution

Figure 6.9 shows the Kit mass spectrum from r~ —* K Qsn~vT decays. The real and 

simulated data agree well for almost all K n  mass, particularly in the K*(892) peak region.
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At lower mass (< 0.8 GeV/c2), there is some discrepancy between the real and simulated 

data. This is, however, not too surprising since this region is where the r  backgrounds are 

highest and these come with large uncertainties themselves, as discussed in Section 5.5. 

In Section 6.4.2, the contributions from r  backgrounds are looked at in different regions 

of the Kir mass plot.

At higher mass (> 1.2 GeV/c2), where the r  backgrounds are less, there is some evident 

excess in the real data over the simulated data. This is likely to be a genuine physics 

difference: the only K* lineshape used in the simulation is that of t ~  —*■ K*{892)~vT 

decay whose p-wave resonance is generated using a Breit-Wigner amplitude. Higher K* 

resonances (AT*(1410)~, Aq(1430)- , AT*(1680)~), and any possible non-resonant contri­

butions, are not simulated in the Monte Carlo. Consequently, there are no interference 

terms in the parameterization used in the Monte Carlo. Therefore the excess in the data 

is likely to be due to any or all of these additional resonances. ALEPH too found similar 

behaviour at higher Kir mass [20]. This is discussed further in Section 6.4.3.

Figure 6.10 shows the K-k mass spectrum from r~  —> K®tx~vt decays for the separate 

e-tag and /x-tag samples. In the lower mass region (< 0.8 GeV/c2) there is some excess in 

the data compared with Monte Carlo, probably due to uncertainties in the r  backgrounds 

fed into the simulation. At higher mass (> 1.2 GeV/c2) there is again some excess in 

the data which is, at first glance, more pronounced in the electron sample than the muon 

sample. However, looking at the ratio of the two samples normalised to the sum of weights 

in each, it seems that the electron and muon samples are entirely consistent, within the 

statistical uncertainties, over the whole K'k mass range as shown in Figure 6.11.

6.4.2 r  backgrounds as a function of K i r  mass

Figure 6.12 shows the dominant backgrounds. Overall, the signal (r~ —> K®7y~ut \ K jj —► 

7r+7r_) purity of the combined sample is 87%. In proportion to the signal, the highest r
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• Data: 27849.00 ± 166.88
■ tV : 28898.88 ± 137.75
■ uds: 153.58 ± 10.88
■ cc: 89.84 ± 8.56
P I B°B®: 2.87 ± 0.87
■ B+B': 0.29 ± 0.29
m K® X1: 28779.31 ± 137.47
r ” *
L . J K® n1: 25070.15 ± 128.29

Ba Ba r
124.4 fb'1 preliminary

0.8 1 1.2 1.4 1.6

K" it1 mass [GeV/c2]

JLU* U i.J U U u
1.8

• Data: 27849.00 ± 166.88
■ T+r :  28898.88 ± 137.75
■ uds: 153.58 ± 10.88
■ cc: 89.84 ± 8.56
■ B®lF: 2.87 ± 0.87
m B+B : 0.29 ± 0.29
m K® X1: 28779.31 ± 137.47
i— i K® nH 25070.15 ± 128.29

BaBa
i  124-4 fb'1 preliminary

0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

71* mass [GeV/c2]

Figure 6.9: Reconstructed mass after selection and efficiency corrections.
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• Data: 10240.00 ± 101.10
■ TVl 107.00.05 ± 81.47
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Figure 6.10: Reconstructed / ^ 7 r ± mass after selection and efficiency correc­
tions for the e-tag (left) and p-tag (right) samples.

I Entries SI |

t
0.4 1.2 1.8 20.6 1 1.4 1.6

K | tt1 mass [GeV/c2]

Figure 6.11: Ratio of the numbers of real data events from the e-tag sample 
divided by the p-tag sample vs K® n± mass, normalised so that the sum of weights 
(J2 w) in each sample is the same. Within the statistical uncertainties, the e-tag 
and p-tag samples have a ratio of 1 showing that the K 7r mass spectra from the 
two samples are consistent with one another.
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backgrounds are in the lowest mass bin 4, i.e. (—, 0.8]. In this interval the largest back­

ground contribution is from r~ —> K 0tt~K 0i;t  (mode 15) decay, and the next largest 

is r~ —► 7r~K°ttqut  (mode 19). En route to the higher mass region these contributions 

swap dominance and by the last bin, (1.2, —), there is hardly any r~ —► K°tt~K°i/t  

whatsoever. In each of the four bins from lowest mass to highest mass the signal pu­

rities in r Monte Carlo are 39%, 91%, 74% and 82% respectively. In the highest mass 

bin the largest background contribution is r~ —>■ tt~K qtt°vt  and the next largest con­

tribution is from r~  —> a{vT decay which has a branching fraction to a three charged 

pion final state, as does the signal mode. In the generator, the branching fraction for this 

decay is B{r~ —> —► 7r- 7r- 7r+) =  9.19% (Table B.l). Most of the a{ back­

ground is, however, cut away by the (signed) 3D K® decay length cut (Lxyz > 1.5 cm) 

during selection: the K ° in the signal mode has a reasonably long lifetime and so creates 

a displaced vertex as a handle to cut away primary vertices 5. The relative proportion of 

r~ —> K ~ K °vt (mode 22) to signal is reasonably constant over all the Kir mass bins.

6.4.3 Higher K *  resonances

The dominance of the IT* (892)“ resonance in the Kir mass spectrum is stark, as shown 

in Figure 6.9. Still, the mass resolution is good enough in the tails to suggest that there is 

some excess mass above the expected 7f*(892)~ tail. One proposal is a contribution from 

the TC*(1410)-  vector state, which could exhibit K*(892) — A’*(1410) interference in an 

analogous manner to p(770) — p(1450) in the 7r~7T0 system, observations of which have 

been reported [15,59]. Our preliminary study and interpretation of the p-wave contribu­

tions to the K it mass spectrum is given in Section 6.4.3.2.

The search for s-wave (longitudinal) contributions to the K n  mass spectrum is discussed

4Notation: (, is used to denote a non-inclusive interval limit; [, denotes an inclusive interval limit; 
means that there has been no restriction placed on that part of the interval (although the bins might run out, 
but that is a different issue).

5The aj" effectively comes from the IP since the lifetimes of the r  and the a are so short.
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Figure 6.12: Signal (yellow) and r  backgrounds (other colours) in four K n  
mass bins: ( —,0.8], (0.8,1.0], (1.0,1.2], (1 .2 ,—), where all masses are in 
G eV/c2 units. The r  backgrounds, in proportion to the signal, are highest in 
the lowest mass bin, i.e. ( —,0.8]. Shown for simulated t ~  decays with each bin 
corresponding to a particular decay mode (Table B.l).
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in Section 6.4.3.3.

6.4.3.1 Parameterization of the K  7r mass spectrum

The K tt final state is made via the weak vector current. Theoretically, the decay rate for 

r ~  —» ( K tt) ~ v t relative to the electronic width is given by [144]:

r ,Ktt
/ ! ( ' - £ )  ( '  -  “ D"" <* -  (6.4,

where m ± — m K ±  m n. The vector form factor is given by:

Ms) = \BWk (s) +  0 BWk,„ ( s )  +  6 B W («) +  •■•], (6.5)1 +  p +  o H-----

similar to the Kiihn-Santamaria model [57] for pions, assuming real /?, $ and a set of

vector K* resonances. The Breit-Wigner propagators have the form:

B W x {s) = m l (6.6)
m \  — s — iy |ls r(s)  ’

where X  represents the applicable two meson resonance. The energy dependent width, 

T(s), is given by:
7T).2 /  r > ( \  2L+1

(6.7)r(s )  =  r ^ ( f 4 T" L+1
8 \p {m 2x )

P(s ) =  2 ^ V ,(s_m a+) (s ~ m - ) ' 

where L is the K  — ir orbital angular momentum, i.e. L — 1 forp-wave.

(6.8)

This model was refined to include the scalar contribution in the parameterization [74]. 

The corresponding scalar form factor when there are two vector and one scalar resonance 

is given by:

Ma) =

+

m l -  ml c.
1 + /3

m.
m:

- B W k *>{s ) +

r a t  — m:
ml

c0B W k * ( s )

-  +  — BWKS(s)
s m K* 0

(6.9)
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where cx and c0 determine the strengths of the vector and scalar resonances respectively. 

c0 is a number of order 1 since the coefficient proportional to the symmetry breaking has 

been factored ou t6.

6.4.3.2 K tt p-wave results

Figure 6.13a shows a fit to our background-subtracted K tt mass spectrum using the same 

parameterization as ALEPH [20]. This model assumes if* (892) — if*(1410) interfer­

ence. The form factor used is given by inserting these vector resonance contributions into 

Eq. (6.5) and the fit returns (3 = —0.076 ±0.015. For comparison, the ALEPH fit is shown 

in Figure 6.13b.

**/ndf 135.1/48

N«rtn Ull*+I6 ± 5.385*+14

Mr ,Wl •-WI7 ± 0

I'm, 0.0508 ± 0

p -0.97544 t 0.01541

f Mk.lU1#) Ml ± 0

rK.,MWt 0.2.12 ± 0

® 10

0.4 0.6 0.8 1.2 1.4 1.6 1.8

O'

0  £

1 
I

10

1

L51
K® 7t-+ mass [GeV/c‘] M(Kji) (GeV/c2)

Figure 6.13: a) Fit to our background-subtracted K n  mass data using the 
i f *  (892) — i f *  (1410) interference in the parameterization used by ALEPH (left). 
b) The result obtained by ALEPH fitting to the K n mass spectrum [20] (right).

Our K n  mass spectrum benefits from higher statistics and therefore has more significance 

in the higher K n  mass region, where statistics are a premium, than has been achieved 

previously. It can be clearly seen from our distribution that a if* (1410) contribution

6In the SU (3)/ limit, where m K =  m n, the scalar contribution is zero.
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seems insufficient to explain the excess in mass over the TP(892) tail. One or both of 

these two possibilities seem the most plausible shortfalls in the model:

o The amplitude and phase cannot be varied separately.

o There is a contribution from the vector TP (1680) resonance, that is distorted be­

cause of the end of the phase space.

o There is a contribution from the scalar .Kg (1430) resonance.

In fact, there is some room for doubt about the extent to which the TPr mass spectrum is 

affected by the TP (1410) at all. In analogy with p(1450), another proposal [145] is that 

the same kind of interference pattern as that from an interfering p(1450) can be generated 

with a pf at ~  1600 MeV/c2 and width of ~  400 MeV/c2 [146]. The reason for doubting 

the p(1450) as the interference generator, particularly in r  decay, is that the parameters 

used in the model stem from 7T7r-scattering results which have interference information 

from the other waves to define phase as well as amplitude; the pion form factor in r  decay 

only has information on intensity if pure p-wave, and the corresponding mass and width 

parameters are sensitive to the assumptions made about the relative phase. In J/'ij) —► 

7r+7r~7r° studies [146], each dipion was studied as if in a p-wave state, but the phase 

information was retrieved using Bose symmetry. The resulting mass and width values for 

the p' were in agreement with the original TTTr-scattering experiments. The interpretation 

given in [146] is that the p' is the 1“ partner of the spin 3 p(1690) in the d-wave qq triplet 

ground state, where the quark spins add to 1 so that, with the L = 2 d-wave orbital angular 

momentum, it is possible to make states of J  =  3,2,1 with negative C  and P.

For 1“ strange meson states, the partner of the spin 3 /if* (1780) which would corre­

spond to the p' would be the TP (1680). A suggestion is, therefore, to construct the 

p-wave amplitude as a coherent sum of the TP (892) and TP (1680) amplitudes with a 

relative strength and relative phase as parameters in the fit [145]. Maybe then destruc­

tive interference effects could yield the distribution we see. Since the TP (1410) couples
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only weakly to K 7r, B(K*( 1410) —* Kn) ~  7%, it almost certainly cannot produce 

the behaviour we observe because of its low mass. Replacing it with the A'* (1680), 

B(K*( 1680) —► K n) ~  39%7, and allowing the relative amplitude to be a free parameter, 

yields a better fit to the data, Figure 6.14. In this case the fit returns (3 = —0.079 ±  0.013 

and (3 =  —0.059 ±  0.010 when using the PDG and LASS results respectively as input.

S©
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Figure 6.14: Fit to our background-subtracted K n mass data using the
K*{892) — AT* (1680) interference model The PDG masses and widths are used 
to fix the masses and width of the K* resonances (left), except for  A '*  (1680) where 
the LASS values have been used (right). There is very little difference.

Using a three vector resonance interference model, K*(892) — i f * (1410 ) — AT* (16 80 ), 

does not produce any significant improvement upon the A '*  (89 2 ) — ^ * ( 1 6 8 0 )  interference 

model, which adds support to the claim that the K*( 1410) contribution is small (or non­

existent). The A ^*(892 ) — K*( 1410) — A^*(1680) interference fit is shown in Figure 6.15. 

The values (3 = - 0 .0 1 7  ±  0 .017, 6 = - 0 .0 7 5  ±  0 .014  and (3 = - 0 .0 2 8  ±  0 .017, 6 = 

—0.055  ±  0.011 are returned when using the PDG and LASS results respectively as input.

Even though the fit to the K n  mass spectrum improves with a A "34' (1680) component, 

it is still not perfect. There could be a number of reasons for this which would merit

7Not only does A*(1680) have a branching ratio to K n, but it also has fractions to K p  (~  31%) and 
K*(892)n (~  30%) which could actually be partially reconstructed by our selection procedure.
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Figure 6.15: Fit to our background-subtracted K n mass data using the
K*(892) — K*( 1410) — K*{ 1680) interference model The PDG values are used 
to fix the masses and width (left), except for A '* (1680) where the LASS values 
have been used (right).

further study. Firstly, there has been no inclusion of any s-wave component to the pa­

rameterization. Longitudinal contributions from a possible /Cq (1430) resonance might 

cause additional interference that we currently do not model. Eq. (6.9) suggests a pa­

rameterization for the scalar form factor. However, since we can only find a hint of a 

scalar contribution in our data (Section 6.4.3.3) we feel that we cannot justify applying 

this model at this stage. Moreover, results from AT7r-scattering experiments such as LASS 

give doubt as to the applicability of a Breit-Wigner PDF in the case of s-wave [61,62]. 

The second reason could be that no attempt has been made to unfold the detector effects 

in this analysis. In the fits we make, unsmeared Breit-Wigner PDFs are used to describe 

the vector resonances; their masses and widths are fixed to the PDG values. In making 

a background-subtracted plot as we do, we use (smeared) Monte Carlo as a way of sub­

tracting the non-A'* background from the real data. However, the peak in the data is still 

smeared by detector effects, whereas the fitted curves are not.
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6.4.3.3 K tt 5-wave results

Longitudinal contributions to the strange spectral functions are predicted by theory and so, 

in principle, should be observable in the K tt mass spectrum. The theoretical importance 

of the longitudinal contributions was discussed in Section 2.4.9. In r~  —► ( K tt) ~ vt decay, 

the resonance expected to deliver the 5-wave contribution is the Kq (1430), which has not 

yet been observed in hadronic r  decay data. In fact, even theoretically its branching ratio 

in r  decay is expected to be small: B(r~  —> ifo(1430)“ ^T) ~ 6 x  10~5, Eq. (2.41).

Since in our K7T mass spectrum we can see an excess in mass above the if* (892) tail, 

there may be some contribution from the ifQ(1430). In order to assess any possible s- 

wave component, it is necessary to try to separate it from the other (p-wave) resonances 

that are in the r~  —> ( K tv)~ ut phase space. An attempt to do this has been made here by 

appealing to the difference in J p. We first define the K* helicity cosine (cos Thcf) as the 

cosine of angle between the K ° from the K* in the K * rest frame and the LAB momen­

tum vector of the K*. Since there is still a fair amount of non-if * background in the K tt 

mass distribution, rather than looking at the forward-backward (FB) asymmetry, as de­

fined by whether the K ° from the decaying K* has a positive or negative helicity cosine, 

it was decided to weight each event by a normalised Legendre polynomial weight. The 

reason the original FB asymmetry idea was dropped is because background contributions 

are present in both numerator and denominator, which makes background subtraction dif­

ficult. So, a weighting scheme is chosen to see the difference between real and simulated 

data. We weight the K tt mass spectrum with weights corresponding to the normalised 

Legendre polynomials8 [147]:

(6 .10)

8Legendrepolynomials [147]: P0(x) =  1; P^x) =  x ; P2(x) =  |(3a:2 — 1).
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These are such that

J  y,2 d(cos * $ )  =  !, (6.11)
- 1

and Yt is orthogonal to Yi (i ^  j). Therefore, for a distribution with N  events which is
K°quadratic in cos ^ hef , we can write

With this choice of normalisation, N  (Yi) is plotted in each mass bin, i.e. the number of 

events in the bin times the average value of Y{ for that bin. This is sometimes referred to 

as the “unnormalised Yt moment”. Clearly, dividing by N  gives (Yt)f and this is called the 

“normalised Yt moment”. The normalised Yt moment is therefore the average value of Yt 

for the bin in question. Using these definitions helps to keep proper track of the relative 

strength of the different contributions.

With these definitions in place, and based on the LASS observation (Figure 6,16), we can 

speculate on what we should see if there is indeed sp-interference in our data. (The LASS
K°observation is a projection of any cos \I/hof dependence and therefore corresponds to the 

data weighted with the Y1 weight in our notation.) Any real sp-interference is proportional 

to the cosine of the s — p phase difference. The 5-wave phase should be changing slowly 

near the IT* (892) resonance, while the p-wave phase changes rapidly; p — s should be 

~  0° at ~  850 MeV/c2, going through 90° at ~  920 MeV/c2, and increasing after that. 

It follows that the cosine sum should change from positive to zero to negative in going 

through this region if there is any true sp-interference. (The observed overall sign might 

be different, but it is the rapid change with mass which is important.) In order to argue 

that an 5-wave contribution is present in our data we need to observe some such effect.

 =  N  {(Y0) Ya + (Y,) Yt + (Y2) Y2} ,
d (c o s C f)

(6.12)

where

N

(6.13)
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LASS K pi: F -B  = |S|*|P| c o s (S -P )

0.6
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Figure 6.16: Using the LASS amplitude and phase results for K n elastic scat­
tering, the forward-backward asymmetry as a function of K n mass is plotted
[ 148]. This is essentially comparable with a Yx-weighted plot in our notation,

K°i.e. oc cos (Error bars not shown: they are tiny compared to those we obtain
from t ~  —* (Kn)~vT data.)

Figure 6.17 shows plots of the Y0, Yx and y2-weighted K n  mass spectrum for our real- 

minus-simulated data spectrum. Since there is no sp-interference modelled in the sim­

ulation, we would expect the Yx-weighted distribution to be flat if there were no real 

sp-interference. Qualitatively, however, our Yx-weighted distribution looks the same as 

Figure 6.16: there is a suggestion of sp-interference in our data. That said, at the level of 

statistics we have available at higher K n  mass, it is difficult to be convinced that this is 

not just either a statistical effect or a systematic problem since the normalisation between 

the data and Monte Carlo in making the real minus simulated data subtracted plot is, at the 

level of precision we demand, not the same. For example, the Y2 weight should project
K°out the cos2 \Phcf dependence. Since there is a clear non-zero point in the K*(892) region 

we can see that we are not getting the normalisation perfect between the real data and 

Monte Carlo: this distribution should be zero there.

In this analysis we do not reach a conclusive result as to whether there is any longitudinal
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Figure 6.17: BAB/R real-minus-simulated data weighted with the normalised 
Legendre polynomials (Eq. (6.10)). Qualitatively, the Yx-weighted distribution 
shows a possible sp-interference effect; it is similar to the LASS observation, Fig­
ure 6.16. The Y0 and Y2 distributions suggest that our normalisation (used to 
perform the background subtraction) is not perfect.
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(s-wave) contribution to r~ —> (Kn)~uT decay. This is an avenue that would benefit 

from further study: theoretically these contributions cause problems in the OPE used to 

calculate R r from which m s and | Vlls | are extracted. An experimental measurement of 

the Kit s-wave spectral function (i.e. invariant mass spectrum) would enable theorists to 

perform the longitudinal subtraction they need to improve the measurements of m 3 and

|vu

6.5 Summary and outlook

The aim of this analysis has been to study the decay r~  —> n~vr (K ° —► 7r+7r“) using 

the BABAR detector. Using 124.4 fb-1 of data we present the preliminary result

B(t~ -► K°ir-i/T) =  (0.830 ±  0.005 (stat) ±  0.042 (syst)) %,

which is the world’s most precise measurement to date of this branching ratio, and is 

consistent with the PDG value [39], This result, unlike most of the B(r~  —► K 07r~uT) 

measurements currently listed in the PDG, is systematics dominated and so the biggest fu­

ture improvement to this number should come from reducing the systematic uncertainties 

in the analysis.

In this work we have measured the K tt invariant mass distribution using r "  —> K ^ty~ut 

decays. This needs to be combined with results from the other decay channels with an 

overall net change of strangeness in order to compute the total strange spectral function 

which is necessary to calculate Using the higher statistics data samples available

at BABAR it is expected that a more precise value of will be obtained than in previ­

ous experiments. Since R Brtran*e is used in the FESR extraction of m s, smaller uncertainties 

associated with i?franse will reduce the uncertainty on m 3.

Moreover, the K tt mass distribution we observe reveals excess contributions at higher 

K tt mass above the A* (892) tail. Whilst in the past this has been thought to be due to 

K*(892) — A*(1410) interference, we find that the K*(1410), whose branching ratio to
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K n  is approximately 7%, seems insufficient to explain the excess mass observed in the 

data. Instead, we perform a fit using a /f*(892) — if* (1680) interference model and find 

better agreement. The discrepancy that remains could be due to an s-wave contribution 

to the interference that is not parameterized in the model used, and/or detector smearing 

that is not accounted for in our fit. However, our search for an sp-interference effect 

has only whet the appetite for further study: qualitatively we see an interference effect 

similar to LASS, but we have neither the confidence in the statistics nor systematics at 

the level of precision needed to announce an observation in hadronic r  decay data with 

an overall net change of strangeness. Any s-wave component is expected to be solely due 

to a if£(1430)~ resonance which decays mostly to K n. To date this resonance has not 

been observed in r  decay data, but any possible future measurement of its branching ratio 

and subsequent translation of the s-wave invariant mass spectrum into the J  = 0 spectral 

function would significantly improve the FESR extraction of m s by enabling theorists to 

employ a longitudinal subtraction technique.

In conclusion, both reducing the uncertainties in the higher K n  mass region and mea­

suring the s-wave contribution to K n  data will be of benefit to theory, particularly the 

extraction of m s and |Ks| from Rr.
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Sensitivity of the OPE integrals to rn a

The information contained below was kindly provided by Kim Maltman [149] and is 

included here for completeness.

A .l Outline

Mailman’s information is based on the integrated OPE information for the flavour ud—us 

difference that can be handled with reasonable to good reliability theoretically using the 

general FESR relation, Eq. (2.29). The OPE results quoted correspond to the RHS of 

this relation, for the AIIv£i (s) =  — 1 1 ^+ ^(s) correlator difference. The

spectral integrals quoted below are the flavour ud part of the corresponding difference 

on the LHS. Comparing the OPE integrals (RHS) with the ud part of the LHS shows the 

impact of m s on the spectral integral since the difference is produced by the difference 

between m 3 and (m u +  m d) /2, and contributions associated with the light quark (u, d) 

masses are negligible.
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Maltman also includes some information about reliability of the OPE representation since 

some apparent claims in the literature about the (0,0) spectral weight case can be mis­

leading. Rather than being the most reliable weight theoretically, Maltman suggests that 

it exhibits rather “dicey” convergence behaviour and that better weights can be found.

A.2 Input values

The integrated OPE results for the A llvji’ (s) =  difference as a

function of m 3{2 GeV) are based on the following input:

1. =  0.334.

2. m s(2 GeV) =  (110 =t 25) MeV (range suggested by all current lattice and sum rule 

analyses), with 4-loop running for a s (Q2) and m s(Q2) based on the input a s value 

in (1).

3. (ss) /  (uu) =  0.85. Needed for D =  4 contributions. The uncertainty is not large, 

and this uncertainty does not play any significant role. Remember that the gluon 

condensate contribution does not enter the flavour breaking difference.

4. pVSA = l, i.e. VS A for the D = 6 4-quark VEVs (even if this is inaccurate by a 

large factor the D = 6 contributions are still tiny compared to the dominant D  =  2 

terms proportional to mj).

5. Define a =  a s/7r. The known OPE D =  2 coefficients out to 0 ( a 2), and an 

estimate for the O (a3, a4) coefficients [150], which are based on the PMS, FAC 

methods, and tested against known 0 (a 3n2n a3nf , a4n f 3, a4n^) contributions. The 

BCK02 (9(a3,a 4) coefficients [151] have been used in getting the 0 (a 3, a4) inte­

grated terms here. (The tabulated values in the summary use only up to the known 

terms, but some additional material about the bad convergence behaviour of the
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(0,0) “kinematic” weight is included after the summary, and this information is 

relevant there.)

6. All D — 2 and D = 4 OPE contributions are evaluated using the contour improve­

ment integration method.

A.3 Results

Results for two cases are presented:

1. The (0,0) or “kinematic” weight case (1 — yr)2{ 1 +  2yr), where yT =  s /a 0» and s0 

is the endpoint of the corresponding spectral integral,

with and using natural units (i.e. c =  1). Only

the J  = (0 +  1) sum part of the spectral function difference is used because the 

other part (J  =  0, weighted by wL(yT) = —2(yT)(l — yr)2), is exceptionally badly 

behaved on the OPE side and cannot be dealt with. When s0 = m 2T, one gets the Rr 

type integral, up to constant factors.

2. w1Q{yr) = 1 -  yT -  y2r +  2y% -  ysT -  y9r +  y f ,  a weight designed by Maltman and 

Kambor [35] to have both less ud—us cancellation in the spectral integrals (hence 

smaller relative errors than the (0,0) case) and better convergence behaviour of the 

integrated OPE D = 2 series.

The integrated OPE for any input m s(2 GeV) can be obtained from Table A.l:

1. The D = 2 contributions were generated using input m s(2 GeV) =  115.4 MeV for 

historical reasons. To get the corresponding contributions for any other m s(2 GeV)

(A.l)
0
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Weight case s0 [GeV2] D = 2 il D = 6

(0,0) 1.95 0.001669 0.000387 -0.000040
2.15 0.001824 0.000325 -0.000033
2.35 0.001930 0.000278 -0.000028
2.55 0.002005 0.000241 -0.000024
2.75 0.002057 0.000212 -0.000020
2.95 0.002093 0.000188 -0.000018
3.15 0.002119 0.000168 -0.000015

^10 1.95 0.004019 0.001427 -0.000013
2.15 0.003900 0.001292 -0.000011
2.35 0.003792 0.001179 -0.000009
2.55 0.003694 0.001084 -0.000008
2.75 0.003605 0.001003 -0.000007
2.95 0.003524 0.000934 -0.000006
3.15 0.003449 0.000873 -0.000005

Table A .l: Integrated OPE D = 2,4,6 contributions to the correlator difference 

fo r  different s0 and two weight cases.

value, simply rescale by the square of the new input value divided by 115.4, e.g. for 

m s(2 GeV) — 110 MeV, the tabulated values need to be rescaled by a multiplicative 

factor of:

G s ) ’-"-9084' m
2. The D  =  4 contributions are associated with various products of quark masses and 

condensates (up to numerically tiny m \m Uid corrections. These are determined by:

(a) the Gell-Mann-Oakes-Renner (GMOR) relation for {(md +  m u)uu) (known to 

be very accurate); (b) the known ratio of m s to (m u + m d) [152], and; (c) the ratio 

(ss) /  (uu) (input above). Changing the input m s value therefore does not change 

the D — 4 contributions.

3. Similarly, the D = 6 contributions are not changed when the input m s value is 

changed (and they are very tiny anyway).
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Thus, the integrated OPE for any input m 3(2 GeV) is obtained from the table entries via

x [Table D = 2 entry] +  [Table D = 4 entry] +  [Table D  — 6 entry].

(A. 3)

In order to understand the meaning of Table A. 1 for the analysis one has to understand 

the corresponding spectral integral of the flavour ud V+A, (J  =  0) +  (J  — 1) sum. (The 

corresponding flavour us sum spectral integrals are subtracted from the ud integrals to get 

the flavour breaking difference used to get at m 3.) The corresponding ud OPE integral 

has mass corrections dependent on m u and m d, which are numerically tiny, and hence is 

dominated by its perturbative contribution (D = 0), with a quite small D = 4 contribution 

due to the gluon condensate term. The D = 0 term and the gluon condensate term are 

the same for the us OPE integrals and hence cancel in the difference. The size of the ud 

spectral integral on its own, relative to the ud—us residual (which corresponds to the OPE 

integrals) above tells you the degree of cancellation expected when you form the ud—us 

spectral integral difference, as a function of ma, and hence how well errors must be under 

control to make the analysis useful. The tabulated values in Table A.l correspond to the 

integrals over the spectral function difference with no extra factors of n, SEW, m T, etc. 

They are therefore not the same as A R r (Eq. (2.33)), but constant multiples thereof. The 

corresponding ud spectral integrals are given in Table A.2.

A.4 Convergence behaviour of the OPE D  =  2 integrals

The OPE for the D = 2 part of the nS?+i>.„d(s) -  n ^ i ).,„(s) difference is a series of the 

form a running mass squared factor times a series in powers of the running coupling. One 

can integrate the terms in the resulting series separately order by order in the running cou­

pling in order to see how well the integrated series converges with increasing order for 

the weight being used. Below these integrals are tabulated up to fourth order. The coef­

ficients are known exactly up to second order, and the third and fourth order coefficients 

have been estimated in [150] using methods which work pretty well in known cases. From

2
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Weight case So [GeV2] ud spectral integral [GeV2]

(0,0) 1.95 0.06150
2.15 0.06736
2.35 0.07313
2.55 0.07886
2.75 0.08454
2.95 0.09021
3.15 0.09588

Wio 1.95 0.04780
2.15 0.05231
2.35 0.05677
2.55 0.06119
2.75 0.06557
2.95 0.06992
3.15 0.07425

Table A.2: ud spectral integrals for different s0 and two weight cases. When 
s0 = m l this is the R r integral, up to constant factors.

Table A.3 it can be seen that the convergence does not look very convincing for the (0,0) 

weight case (despite what is sometimes implied in the literature). Maltman therefore sug­

gests that one should be very sceptical of results based on it. Comparing Table A.4 with 

Table A.3 it is clear that the convergence behaviour of the integrated series for the w10 

weight is much better (this was achieved by constructing u>10 in such a way as to bring 

the convergence problem under control). The results shown are the order 0 ,1 ,2 ,3 ,4  inte­

grated terms for the central OPE input cited above, as a function of s0. All entries are in 

natural units 1 of GeV2 and a = a 3/ft is used as the natural expansion parameter.

Tn natural units c =  1, therefore easing the notation.
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So O{a0) 0(a) 0 (a 2) G (a3) C V )

1.95 0.001873 0.000153 -0.000357 -0.001055 -0.001874
2.15 0.001889 0.000190 -0.000256 -0.000841 -0.001511
2.35 0.001894 0.000217 -0.000181 -0.000682 -0.001243
2.55 0.001894 0.000236 -0.000125 -0.000561 -0.001039
2.75 0.001889 0.000249 -0.000082 -0.000467 -0.000881
2.95 0.001882 0.000259 -0.000048 -0.000392 -0.000756
3.15 0.001873 0.000267 -0.000021 -0.000332 -0.000656

Table A.3: D = 2 integrated OPE convergence vs s0for the (0 ,0 ) weight

So O{a0) 0(a) G (a2) 0 (a 3) 0 ( a 4)

1.95
2.15 
2.35 
2.55 
2.75
2.95
3.15

0.002830
0.002751
0.002682
0.002620
0.002565
0.002514
0.002469

0.000698
0.000672
0.000648
0.000626
0.000607
0.000589
0.000573

0.000491
0.000477
0.000462
0.000447
0.000433
0.000420
0.000408

0.000264
0.000276
0.000281
0.000282
0.000280
0.000276
0.000271

-0.000043
0.000013
0.000050
0.000075
0.000092
0.000104
0.000112

Table A.4: D = 2 integrated OPE convergence vs s0for the w10 weight
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KK2 f  Monte Carlo branching fractions

Table B.l lists the decay modes and corresponding branching fractions used as input into 

the t + t ~~ event generator K K 2 f (with TAUOLA) in SP5 l . They are based on the PDG 

2002 averages (not fitted values) [39]. The quoted values have been calculated with an 

imposed unitarity constraint, which has resulted in all modes increasing by about 0.4<r 

above the PDG 2002 averages.

Mode 7 contains the signal mode under discussion in this thesis. For this mode, the only 

lineshape used is that of r~ —> K*(892)~vr decay: a Breit-Wigner amplitude is used 

for this p-wave resonance. Higher K* resonances (AT*(1410)_ , i^g(1430)—, Tf*(1680)“ ), 

are not simulated in the Monte Carlo, so there is no simulated interference between K* 

resonances.

By default, modes 23-28 are “turned off” (i.e. have zero branching fraction) so generics 

are not made with these modes, but they can be “turned on” to generate signal Monte

Caveat: the level of precision input into the generator is not the same for each decay mode. This 
can be checked by looking at the . Kk2f.defaults file used by the KK2f generator in the appropriate 
production release.
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Appendix B. KK2 f  Monte Carlo branching fractions

Carlo for any future studies of these decay modes.

Mode number Decay mode B

1 r~  —> e~Vevr 0.178651
2 r~  —► p~Pjj,vT 0.173551
3 1 I 1 0.110841
4 r  —» 7r 7r°vT 0.253754
5 t~  —> a f v T (27T- 7r+ =  9.1902%; 7r~27r° — 9.1664%) 0.183566
6 i i *! i 0.006946
7 t ~  ->  K * ~ vr  (K ~ tt0 =  0.46%; K ° tt~  =  0.90%) 0.013641
8 T-  27v~7r°7r+ oT 0.043654
9 T ~  ■—> 37T°7T ~ V t 0.012619
10 T ~  —> 2 'K ~ 'K + 2 'K ° V t  (excl. r)7T~TV) 0.005011
11 T ~  —► S tT~27V+ Vt 0.000789
12 r "  —► 37r“ 27r+7r°̂ r 0.000183
13 t ~  —> 27r_7r+37r°̂ T 0.000251
14 T~ —>• 7f“ 7T~ K + vt 0.001590
15 1 1 o *3 0.001672
16 T~ —> K ~ K 01T0l/r 0.001536
17 t ~ —> 2txqK ~ vt 0.000680
18 T~ —* K ~  1T~ TT+ Vr 0.003009
19 r~  —> 7r_Ar07r°i/T 0.003767
20 r -  —> r}ir~7r°vT 0.001830
21 r~  —> 7r“ 7r°7i/r 0.000802
22 r"  -h> K ~ K ° u r 0.001651
23 T ~  —► 47r” 37T+^r 0.000000
24 r -  47r“37r+7r°̂ r 0.000000
25 0.000000
26 r “ -► /i”7 0.000000
27 t “  ->  7r“ 7r°̂ r (CPV) 0.000000
28 r “ ->  (if7r)“ i/T (CPV) 0.000000

Table B .l : KK2 f decay modes and branching fractions based on the PDG 2002 
averages with unitarity constraint. The highlighted row contains the signal mode 
under discussion in this document. An archived copy o f these values can be found 

here [153]. Note that the precision level input into the generator varies between 
modes (see . Kk2 f .defaults file in the production release as necessary).
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